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Executive 
Summary I n the recent AI boom, researchers have uncovered countless 

potential risks posed by new, general-purpose AI systems, such as 
undermining election security, providing unsound medical advice, 
and exhibiting bias in employment decisions. But which of these 

risks are actually occurring? Which are only risks that could occur? And 
what methods do researchers and the general public have to begin to 
answer these questions? Currently, AI companies offer none. While 
many companies permit researchers to test their products for potential 
harmful uses through practices like red teaming, they offer no access to 
or information about how people ultimately use those products.

This “use case information gap” presents significant empirical 
challenges for policymakers seeking to develop evidence-informed AI 
regulation. Policymakers need to understand the prevalence of different 
AI-related harms to prioritize their limited resources to address the 
most pressing concerns. Without information on real world AI usage, 
policymakers also face an “unknown unknown” problem, in which they 
can’t know about, investigate, or address real world harms.

However, sharing AI usage data — specifically in the form of chat 
logs — raises serious privacy and trade secrecy concerns. People use 
AI systems for sensitive purposes and may enter personal information 
that they do not want or expect to be shared with others. Furthermore, 
companies may be hesitant to share usage data that might reveal that 
people are using their products for unsavory purposes. And if usage data 
gets out into the wrong hands, competitors can potentially use system 
outputs to reverse engineer or recreate the companies’ products for 
much cheaper.

These challenges, however, are navigable; companies can share 
information with researchers about how people use their products in a 
way that informs policymaking without undermining user privacy and 
corporate security. This paper proposes three general approaches:

Data donations. AI companies should create mechanisms to allow 
users to share their chat log history and other information with 
researchers. They can do this by building APIs, allowing users to 
download and share their chat histories, or building a specific “Share 
your data with researchers” option into their products. Lawmakers can 
support data donations by protecting researchers who build tools, such 
as web scrapers, that allow users to consent to sharing their usage data 
through user-approved but company-unauthorized means.
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Transparency reports. AI companies should share summary statistics about how 
people use their systems in high risk/high impact domains, such as health care and 
education. Companies can solicit feedback from experts in these domains about what 
information would be most relevant and include that in their reports. Governments 
can support these efforts by adding them to their voluntary company transparency 
reporting commitments, which currently only focus on disclosing products’ 
capabilities, limitations, and trust and safety measures.

Direct data access. AI companies can develop technical mechanisms to share chat logs 
and other usage data with researchers while protecting user privacy. Direct access to 
chat logs by researchers can lead to significant privacy issues, but technologies like data 
clean rooms, differential privacy, and others yet to be developed may be able to reduce 
these risks. Lawmakers can support these efforts by establishing regulations that allow 
companies to test privacy-preserving data access programs without legal repercussions.
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Introduction A chair is for sitting. A clock is for telling time. To look at these 
objects is to understand their primary use. Until recently, AI 
was, in most cases, a similar technology, where design and use 
were closely linked. A facial recognition system recognized 

faces, a spellchecker checked spelling. Today though, with the advent 
of powerful “transformer models,” a single AI application can (at least 
in appearance) be used to countless ends — to write poetry, evaluate a 
resume, identify bird species, and diagnose diseases. As possible use cases 
become broader, so do the potential risks, which now range from the 
malicious, such as generating propaganda or sexual images of children, 
to the inadvertent, such as providing misleading election or health 
information.

With these advances, companies and governments are rapidly 
integrating AI into new systems and domains (Knight, 2023). 
In response, policymakers are scrambling to regulate AI in order 
to mitigate its risks and maximize its potential benefits. This has 
manifested in a flurry of political activity, which in the US alone 
includes dozens of proposed federal bills, a small number of state laws 
and hundreds more state bills, the longest executive order ever issued, 
and a tide of regulatory guidance.

However, when designing new regulations, policymakers face an 
empirical dilemma: they must regulate AI without any access to real 
world data on how people and businesses are using these systems. 
Unlike social media and the internet, where user behavior is often public 
and leaves observable data traces, general-purpose AI systems are largely 
accessed through private, one-on-one interactions, such as chatbots. 
AI companies collect user interaction data, but are reluctant to share 
it even with vetted researchers, out of privacy, security, reputational, 
and competitive and trade secrecy concerns (Bommasani et al., 2024; 
Sanderson & Tucker, 2024). Instead, companies allow researchers and 
other external parties to probe their systems for vulnerabilities and 
harmful errors through practices such as red-teaming (Friedler et al., 
2023). While these methods can help prevent AI systems from being 
used for the worst possible use cases, they do not offer empirical insights 
about the harms users experience in the real world.

The lack of available empirical information about how people use 
general purpose AI systems makes it extremely challenging to develop 
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evidence-informed policy. Three potential methods can help address this use case 
information gap, each with its own benefits and challenges:

1. Data donations. Users can voluntarily share data about their own 
interactions with AI systems (e.g., chat logs) directly with researchers 
(Sanderson & Tucker, 2024). AI companies can build technical tools to 
support this, including APIs, data portability tools, or a “Share your data 
with researchers” option. Researchers can also allow users to donate data 
directly, typically through browser extensions, without needing permission 
or support from companies. (Shapiro et al., 2021). Data donations raise few 
privacy concerns, but may introduce sampling bias, since those with the 
interest and technical skills to donate their data may not represent AI users 
writ large (van Driel et al., 2022).

2. Transparency reports. AI companies can analyze data about how people 
use their systems and share their findings with the public (Bommasani et 
al., 2024; Vogus & Llansó, 2021). Companies can solicit feedback from 
experts in high-risk domains, such as health care and elections, about what 
information would be of use to them. This kind of transparency report 
differs from the current White House voluntary commitments and similar 
efforts around the world, which focus on disclosing companies’ efforts to 
keep users safe. Transparency reports raise little privacy risk, but can be 
opaque in their methodologies and details and potentially co-opted to serve 
company interests (Parsons, 2017).

3. Direct access to log data. AI companies can grant researchers access to 
chat log data and other information they hold about users’ interactions with 
their products. Companies could provide this access directly, or indirectly 
by running queries on behalf of researchers. Companies could also provide 
this information voluntarily or, potentially, mandated under law (Lemoine 
& Vermeulen, 2023). Direct access poses significant privacy risks. While 
technical interventions might partially mitigate these risks, they may not 
be able to address them sufficiently to justify the practice. Companies 
may further resist granting direct data access, as it could jeopardize their 
reputation or expose corporate secrets.

This paper proceeds in three parts. First, it describes the use case information gap, 
why it should be closed, and what challenges there are to doing so. Then, it gives more 
detail on the three approaches to providing researchers access to use case information 
previously mentioned. Finally, it offers recommendations for how AI companies 
and lawmakers can implement these approaches in ways that benefit researchers and 
ultimately the public, while safeguarding users’ privacy.

CDT Research
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Definitions and Scope

This paper specifically focuses on researcher access to use case information for popular, 
consumer-facing general purpose AI applications. In practice, this means sharing chat 
logs from chatbots built by foundation model developers, such as OpenAI’s ChatGPT, 
Google’s Gemini, and Anthropic’s Claude. This paper does not focus on these systems 
because they are the most important — indeed, they arguably receive too much 
attention already — but for practical reasons.

Working backwards, this paper focuses on AI applications, rather than foundation 
models (e.g., GPT-4, Claude 3 Opus, Llama) or model hosting services (e.g., the 
GPT-4 API, Stable Diffusion, Microsoft Azure). (Jones, 2023). Foundation models 
may not always have a centralized entity to monitor their use, as is the case with “open 
source” models, such as Llama and Mistral (Solaiman, 2023). Hosting services could 
in theory monitor AI usage, but moving governance and surveillance lower down the 
technical stack raises greater privacy concerns (Donovan, 2019). This merits its own 
analysis, outside the scope of this paper. This paper also focuses on consumer-facing 
AI products rather than business-to-business services, as the latter involves trade 
secrecy concerns that are beyond the scope of this study. Furthermore, it focuses on 
popular AI applications because they are more likely to have significant societal effects 
that merit research scrutiny and more likely to have the resources needed to build the 
infrastructure necessary to make usage data available to researchers. 

Finally, this paper borrows the concept of “general-purpose AI” (GPAI) from the EU 
AI Act, which defines it as, “an AI model, including when trained with a large amount 
of data using self-supervision at scale, that displays significant generality and is capable 
to competently perform a wide range of distinct tasks regardless of the way the model 
is placed on the market and that can be integrated into a variety of downstream systems 
or applications.” (AI Act, Article 3, Section 44b). While concepts like “generality” and 
“capability” are up for debate, this paper focuses on chatbot applications built on top 
of state-of-the-art models designed to cover the broadest range of domains, rather than 
narrow uses such as customer service chatbots.

With a definition of “AI systems” in hand, we can clarify what we mean by use case 
information. This paper primarily focuses on use case information as chatlogs, i.e. 
the text and other media content of a user’s messages and the AI system’s responses. 

Gabriel Nicholas
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Chatlogs are limited, since they reveal nothing about the context of usage. For example, 
a user asking a chatbot to write an email asking for an unpaid payment could be using 
that text to run a phishing scam or to help navigate an awkward conversation with 
an associate about money. As will be discussed later, chatlogs also risk exposing very 
personal or personally identifiable information, which can be challenging to conceal 
from researchers.

Use case information can also include metadata, which is information about the data. 
Metadata may encompass details about the conversation itself, such as timestamps, 
session identifiers, AI system versions, error logs, usage policy violations, and refusals, 
as well as other actions the user has taken, such as regenerating a response or flagging 
content.  It can also include information about the user, such as user identifiers, device 
information, and location data, but due to the high risk of user re-identification, 
information about the user is outside the scope of this paper.
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Background Why should AI companies share 
information about how people use their 
products?

The theory of change underlying companies sharing use case 
information is one of transparency. Greater public awareness of how 
general-purpose AI systems are used both for good and for ill would, 
in theory, incentivize companies to develop these systems in a more 
socially responsible way due to potential brand damage and regulation. 
Transparency studies scholars, however, frequently criticize the use 
of transparency as a means of creating accountability for overseeing 
technology (Laufer et al., 2022). They argue that transparency 
initiatives are often ineffective because they are disconnected from 
power (boyd, 2016), co-opted for political ends (Annany & Crawford, 
2018; Widder et al., 2023), or designed without an end user or specific 
purpose in mind (Corbett & Denton, 2023). Misguided transparency 
initiatives can be outright detrimental to the problems they seek to 
address, potentially obfuscating or redirecting attention from the most 
significant problems (Stohl et al., 2016; Zalnieriute, 2021), externalizing 
the burden of oversight to resource-strapped watchdog organizations 
(Birchall, 2021), and creating “sunshine rules” that those seeking to 
avoid oversight can use to intentionally tie up government resources 
(Pozen, 2018).

Closing the use case information gap avoids many of the pitfalls other 
transparency initiatives face. First, it has the potential to be connected to 
power, since as of this writing, state and federal lawmakers are working 
very actively to craft laws and issue guidance regarding AI (Lenhart, 
2023). Second, researchers who study the use and misuse of AI are 
relatively well-funded by philanthropic groups (e.g., Prest, 2023), and 
may receive more funding in the future through government initiatives 
such as the National Artificial Intelligence Research Resource (National 
Science Foundation, 2024) and the AI Safety Institute (AI Safety 
Institute, n.d.). Finally, at least in this paper, the purpose of use case 
information is straightforward: to allow for more evidence-informed 
policymaking.

Providing researchers with better access to AI use case information 
can allow for more evidence-informed policymaking in three ways. 
First, understanding the prevalence of various AI system uses can 
help policymakers more effectively map, measure, and manage their 
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associated risks (Caliskan & Lum, 2024). In its AI Risk Management Framework, the 
National Institute for Standards and Technology (NIST) defines risk as “the composite 
measure of an event’s probability of occurring and the magnitude or degree of the 
consequences of the corresponding event” (NIST, 2024). Evaluating the probability 
and magnitude of harm is difficult without empirical data; human intuition alone 
is often inaccurate. For instance, despite parents and teachers expressing concerns 
that ChatGPT in schools would lead to a surge of cheating (Laird et al., 2023), initial 
research has found that high school students are cheating no more than they were 
before (Singer, 2023). Access to research grounded in use case information can help 
policymakers rely less on their potentially misguided intuitions about risk and more on 
data about where those risks are actually occurring.

Second, use case information could allow policymakers to more effectively prioritize 
conflicting normative goals. In technical and regulatory design concerning general-
purpose models, different normative goals are often at odds with one another (Guha 
et al., 2023). For instance, research from the AI Democracy Project found that today’s 
state of the art chatbots often provide inaccurate, misleading, and even harmful 
information about US elections. Examples include citing incorrect election laws, 
providing inaccurate voter registration information, and directing users to incorrect 
polling places based on their zip codes. (Angwin et al., 2024). Shortly afterward, Google 
prevented its Gemini chatbot from responding to all global elections-related questions 
(Singh, 2024; Gilbert, 2024). Without data on how and how many people use Gemini 
to access election information, it is impossible to evaluate whether this policy, on 
balance, is preventing the spread of election misinformation or making it more difficult 
for people to politically educate themselves. Technologists and lawmakers both 
face inescapable tradeoffs, and require empirical evidence in order to navigate them 
effectively. Guidance from the National AI Advisory Committee words this point more 
specifically (NAIAC, 2023):

The relative importance of harms – and magnitude of harms relative to baseline 
systems – can be fiercely contested. Ideally, policymakers should be able to make 
evidence-informed decisions about the relative gravity of distinct harms, which 
could also involve a consideration of how harms are forecasted and mitigation 
strategies are operationalized.

The inability to weigh harms also raises resource allocation questions for agencies like 
the Cybersecurity & Infrastructure Security Agency (CISA), who are responsible 
for securing the physical and cybersecurity of America’s voting system (Harris et al., 
2024). Are enough people using AI systems to access election information to make it 
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worthwhile for agencies to issue guidance on best practices, even if that drains resources 
available to their other work on the risks generative AI poses to elections? These include 
allowing foreign nation state actors to more easily run influence operations, create fake 
voting records, and target election officials with voice cloning (CISA, 2024).

Third, use case information could help policymakers identify new areas of concern 
worth mitigating and new beneficial use cases worth protecting. While many scholars 
have theorized about the risks of general purpose AI systems (e.g., Okerlund et al., 
2022; Weidinger et al., 2021; Shevlane et al., 2023, Shelby et al., 2022; Solaiman et 
al., 2023), there may be malicious uses and inadvertent harms occurring that scholars 
could not have predicted (e.g., Firdhous et al., 2023). On more public-facing general-
purpose technologies, such as social media and the internet, unexpected harms can be 
publicly observed — for instance, no one may have expected TikTok to contribute to 
children eating Tide Pods, but when it happened, researchers and journalists could raise 
awareness, and local health officials could respond (American Poison Centers, n.d.). 
Were an AI chatbot to recommend similarly bizarre and dangerous behavior, it would 
be harder for the public to find out so long as companies held onto exclusive access to 
chat log data.

Current state of use case information sharing

AI companies reveal almost no information about how people use their products. As 
of this writing, no major AI company has (at least publicly) shared chat logs with third 
party researchers, created an API or data portability option to allow users to share their 
chat logs with others, or otherwise shared meaningful high-level usage patterns. This 
is not because companies do not collect this information — a review of the privacy 
policies of ChatGPT, Gemini, Claude, Bing Copilot, and Grok indicates that all 
monitor how users use their systems. All monitor for violations of their usage policies 
and use that data for research and to improve their models (Anthropic, 2024; OpenAI, 
2023b; Google, 2024; Microsoft Copilot, 2024; xAI, 2024).1

The limited usage information that companies have made available is of little utility 
to researchers. Corporate disclosures are limited to publicly disclosed partnerships 
and customer success stories — for instance, Oscar using OpenAI to build an 

1 It is worth noting that many of these services offer a zero-data retention policy option for certain 
enterprise users, where they do not collect the data (e.g., Anthropic, n.d.; OpenAI, n.d.). They also all 
retain data for different periods of time.
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insurance claims assistant (OpenAI, 2024), or GitLab using Anthropic to build a 
code generation tool (Chu, 2024). Companies will also sometimes host forums where 
people can discuss projects where they use these tools (e.g., OpenAI’s help forum, 
Cohere’s Discord), or forums will emerge in which people discuss how they are using 
these tools, such as on Reddit, Github, and HuggingFace. There is at least one public 
example of a company using this information in the past: when deciding whether or 
not to publicly release the model weights for GPT-2, OpenAI scanned public forums 
to determine whether anyone had discussed using it for harmful purposes (they found 
no examples) (Solaiman et al., 2019). However, these publicly discussed use cases are 
hardly representative of how people use general purpose AI systems, and may capture 
aspirational use cases more than actual ones.

Scholars have developed several tools and methodologies to assess the societal impacts 
of building and deploying AI systems, a few of which companies have actually adopted 
in some form. Some of these approaches involve providing access to the underlying 
components of AI models to allow researchers to evaluate their potential capabilities 
and shortcomings (Casper et al., 2024). Examples include publishing model weights 
(Friedler et al., 2023), red-teaming (Ganguli et al., 2022), and explainable AI methods 
(Lipton, 2016; Nicholas, 2020). With few exceptions (e.g., Kaur et al., 2022; Luria, 
2023), these methods focus entirely on technical artifacts (Eyert & Lopez, 2023), 
namely the data used to train the model, the model itself, and in some cases, the code 
used to train the model. This added layer of abstraction means that publicly available 
data reveals nothing about how end users actually utilize these systems. 

Other approaches to AI transparency in the academic literature focus on documenting 
or evaluating how well a model works in a given context. Examples of this include 
algorithmic impact statements (Selbst, 2021), audits (Raji et al., 2021), and 
documentation initiatives (Micheli et al., 2023). These approaches provide context 
for how AI models may be used and can help pinpoint factors that heighten risks for 
specific user groups. However, they often have built-in assumptions about how people 
use these models, which can limit how much they reveal about real world usage. For 
instance, most AI documentation initiatives, including model cards, datasheets, system 
cards, FactSheets, data statements, and data nutrition labels, have the AI developer 
disclose the “purpose” or “intended use case” of their system and evaluate how well it 
might work towards that end (Arnold et al., 2019; Procope et al., 2023; Gebru et al., 
2018; Mitchell et al., 2018). While these approaches are designed for revealing risks 
of narrow-purpose AI systems, rather than general-purpose ones, they have paved the 
way for scholars to begin considering how transparency efforts can best be tailored to 
individual use cases (Mohammad, 2022; Hupont & Gomez, 2022).
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Scholarship has also explored concepts analogous to use case transparency for general-
purpose models (Mökander et al., 2023). Even before the popularity of transformer 
models, Mittelstadt et al. (2016) argued for separately considering what a model is 
designed to do, how it works, and its impact on the world. The Partnership on AI’s 
conceptualization of risk distinguishes between “model risk” (associated with the model 
itself) and “application risk” (associated with downstream use cases of that model), 
and between “known risk” (that have been identified and understood empirically) and 
“speculative risk” (that are hypothetical) (Partnership on AI, 2023; Hutchinson et al., 
2022).

The most in-depth framework for evaluating use case transparency is the Foundation 
Model Transparency Index (Bommasani et al., 2024). The index is comprised of one 
hundred binary indicators designed to assess a foundation model’s transparency. 
A third of the indicators pertain to downstream use of the model, which includes 
governance mechanisms as well as seven indicators particularly focused on impact. 
These impact indicators align closely with the concept of use case transparency 
and include whether the number of applications using the model is disclosed, the 
proportion of applications across different market sectors, usage reports, statistics on 
model usage across geographies, and the number of affected individuals. However, the 
index does not go so far as evaluating researcher access to specific data such as chat logs.

Risks of use case information sharing

The primary risk to users from sharing use case information is individual privacy. 
People use general-purpose AI systems for lots of different sensitive purposes, including 
medical advice (Leonard, 2023), therapy (Lucas, 2024), and sexual pleasure (Verma & 
Oremus, 2023). Employees enter into these systems confidential business data, source 
code, personally identifiable information, and their private thoughts (LayerX, 2023). 
If this data ends up in the hands of external researchers without users’ knowledge or 
permission, it could constitute a very serious privacy violation (Benthall & Sivan-Sevilla, 
2024; Nissenbaum, 2009). Furthermore, if users fear that this data could be collected 
without their knowledge, they may avoid using AI applications in beneficial ways due 
to concerns about what information they might inadvertently make public. Any effort 
to share AI use case information with researchers must balance the utility of the data 
to researchers against the individual privacy risks to users. Sharing images and videos 
that users generate using AI with researchers creates its own set of challenges, privacy 
and otherwise. Users might use AI applications to  generate non-consensual intimate 
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imagery or child sexual abuse material. If researchers end up holding this content, it 
exposes them to significant legal liability and raises several practical and ethical concerns 
about how to handle and report this information (Thiel, 2023).

For companies, the primary risks of sharing use case information concern protecting 
corporate secrecy and maintaining their reputations. If researchers are able to use chat 
logs and other information to reverse engineer AI products, it could undermine their 
claims to intellectual property and trade secrecy (LaRoque, 2017). Furthermore, if use 
case information gets in the hands of competitors, it could allow them to build similar, 
competing products using far fewer resources. For instance, UC Berkeley researchers 
found that by fine-tuning LLaMa on a dataset of 70,000 user-shared conversations 
from ShareGPT, they ended up with a model that achieved approximately 90% of the 
performance of GPT-4 at a training cost of just $300 (The Vicuna Team, 2023). Use 
case data can also pose reputational risk for companies. Researchers may use this data 
to find that AI applications are being used in harmful ways, or may not work as well as 
companies promise they do, any of which may hurt an AI company’s market position.
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Approaches to 
sharing use case 
information

A s the previous sections have shown, if researchers had better 
information about how people use general-purpose AI systems, 
it would enable policymakers to develop more evidence-
informed regulations and guidance. However, companies do 

not share information about how people use their systems, in part to 
protect the privacy of their users and in part to prevent competitors 
from being able to use this information to their advantage. In this 
section, I review three possible ways companies could better share this 
information, and offer analysis on both their benefits and risks.

Data donations from users

Data donation is when users voluntarily share data about their activity 
on a service to help researchers achieve a specific goal. Data donation has 
been used to organize tech laborers (Chan, 2021) and generate medical 
research (National Cancer Institute, n.d.) but the closest analog to 
donating general purpose AI data is social media research (Aslett et al., 
2023; Ohme et al., 2024). Data donation is an imperfect methodology, 
since those who are willing and who have the necessary technical 
knowledge to donate data may not be statistically representative of the 
whole population. However, data donation does have the advantage of 
involving direct user consent, although bad faith actors could pose as 
researchers and use that data for inappropriate purposes. The example 
of social media data donation points to a few ways data donation can be 
operationalized with general purpose AI applications, each with varying 
degrees of platform involvement.

Application programming interface (API)

An application programming interface (API) is a technical means for 
allowing one computer to request or send data to another. Software 
products will sometimes offer APIs that allow third parties, including 
researchers, to request data on behalf of a user. This creates a seamless 
experience for the user, who only needs to log into an application with 
their credentials. However, it restricts the researcher to collecting only 
the data that the company allows the user to share. For instance, an 
AI company could create an API that allows users to give third-party 
researchers access to the prompts they input into their model, but not 
the model’s response. The company could limit researchers’ access in 
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other ways as well, such as allowing them only to request the last five conversations the 
user had, or only allow the researcher to query the model once per day. APIs are easy for 
researchers to integrate, but their design and access policies are entirely subject to the 
platform’s whims. Platforms also have to carefully navigate tradeoffs when designing 
APIs: permit researchers to access too much information, and it may create privacy 
risks, as happened with Cambridge Analytica (Cadwalladr & Graham-Harrison, 2018); 
permit too little, and the data is not useful to researchers (Tromble, 2021). As of this 
writing, no major AI company, including OpenAI, Google, Microsoft, Anthropic, or 
xAI, allows users to share their chat log history or any other usage data via API.

Data portability

Another option for users to donate their AI usage data to researchers is through data 
portability tools. Data portability is the ability to download one’s own data from 
a product or service in order to bring it elsewhere. Ported data often offers a fairly 
complete picture of how a user has historically interacted with a product. For instance, 
Facebook’s data portability tool allows users to download every friend request, event 
invitation, post, and more they have ever made on the platform (Nicholas & Weinberg, 
2019). If AI companies offered data portability for their products, users could 
download their data and share it with researchers. The EU’s General Data Production 
Regulation (GDPR) and the California Consumer Privacy Act include rights to data 
portability, so companies have a harder time interfering with access than they do with 
APIs.

However, data portability also has several limitations as a research tool. First, taking 
advantage of data portability tools often requires some tenacity and technical expertise 
since the options to download one’s data is often buried deep in an application’s 
settings. Second, without fine-grained privacy controls around what data is included 
in data downloads, users may end up sharing much more data than they want to 
with researchers. Third, data portability mechanisms often only show data users have 
provided to platforms themselves, which leaves out important context. For instance, 
if one downloads their Facebook data, they can see every comment they have made 
on others’ posts but cannot see the original post, since that is not their data to port 
(Nicholas, 2020).

General purpose AI companies have so far offered little in terms of data portability. 
ChatGPT allows users to download their chats, but Gemini, Anthropic, BingChat, and 
Grok do not. 
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Web scraping

Finally, researchers can allow users to donate AI usage data via web scraping. 
(Sanderson & Tucker, 2024). In other words, researchers can create browser extensions 
that snapshot what users see when they interface with AI applications, and users can 
opt to participate in research and donate their data by installing that extension. Browser 
extensions can in theory create user privacy risks, since they can collect more data than 
they promise, but in the social media example, researchers have mitigated these risks 
before by open sourcing their code and having third-party, independent security and 
privacy audits (Erwin, 2021).

The downside of web scraping is that developing these browser extensions can be 
technically challenging for researchers and can create legal liability concerns (Shapiro 
et al., 2021). Companies often redesign their websites and employ anti-scraping 
technology, so researchers may need highly technically capable programmers available 
to constantly update their systems in order to continue to collect data. Data donation 
via scraping is also far more challenging on mobile apps, requiring methods such as 
screen recording (Shore & Prena, 2024). Beyond technical considerations, the practice 
of data scraping exists in a legal gray zone (Sellars, 2018). Furthermore, AI companies 
vary in whether they allow users to own the output an application provides from the 
user’s inputs. For instance, while OpenAI allows users to own ChatGPT’s outputs 
(OpenAI, 2023a, 3.1), Anthropic only authorizes people to use Claude’s outputs under 
their Usage Policy (Anthropic, 2023, 6(a)), and Cohere retains the rights to its model’s 
outputs altogether (Cohere, n.d., 9(a)). Uncertain legal grounds can lead researchers 
to abandon a project, fearing the financial burden of defending against even frivolous 
lawsuits.

However, researchers have found ways to enable data donations. Zhao et al. (2024) 
for instance developed WildChat, a wrapper around ChatGPT and GPT-4, that they 
published on HuggingFace. This tool allowed users to access these usually paywalled 
models for free in exchange for consenting to donate their chat conversations to 
researchers. Among other findings, researchers found that 70% of the time people 
attempted to use a publicly available jailbreak prompt on the model, they were 
successful. Other researchers have used chat log data available on the public web. 
Ouyang et al. (2023) compiled a dataset of nearly 100,000 conversations from 
ShareGPT conversations, a third party tool users can use to share and archive 
conversations they had with ChatGPT. They used this data to understand where 
existing benchmarks diverge from real world use cases.
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Transparency reports

A transparency report is a document issued by a company or government that discloses 
information about how it operates. According to Access Now, at least 85 internet 
and telecommunications companies have published transparency reports (Access 
Now, n.d.). Usually, technology companies’ transparency reports disclose either legal 
information requests (e.g., subpoenas from law enforcement or government agencies), 
or content and platform enforcement measures (e.g., content removed for violating 
a company’s terms of service, intellectual property laws, or other content takedown 
regulations) (Trust & Safety Professional Association, 2023). Transparency reports 
give companies a legal and privacy preserving way to disclose information about their 
practices in sensitive yet socially valuable areas. However, when companies have broad 
control over what they reveal and how, transparency reports risk being reduced to 
marketing materials (Vogus, 2022; Zalnieriute, 2021).

Governments, academics, and companies have sought to adopt the approach of 
transparency reports, popularized by internet and telecommunications companies, to 
foundation models. Multiple national and multinational bodies have had companies 
sign off on various codes and commitments in which they promise to issue some form 
of transparency report as a means of ensuring AI safety and accountability. Examples 
include the G7 Hiroshima Process, the White House Voluntary Commitments on AI, 
the US AI executive order, and Canada’s AI Code of Conduct. Some of these efforts 
have focused on the underlying model while others have focused on AI applications. 
The White House Voluntary Commitments (2023), for instance, focus largely on 
public reporting about theoretical uses of AI systems, such as vulnerabilities discovered 
by red teams, potential societal risks, domains of appropriate and inappropriate 
use, and model capabilities and limitations. Narayanan & Kapoor argue that AI 
transparency reports should focus on policy enforcements on AI applications and the 
spread of harmful content. In particular, they recommend AI companies disclose how 
they define harmful content, how frequently users encounter it, what enforcement 
mechanisms and safety mitigations have been put in place, and how effective they are 
(2024). As of this writing, the only signatory of these government AI transparency 
efforts to have released a transparency report is Microsoft, and their disclosure largely 
consisted of marketing language and decontextualized statistics (Smith & Crampton, 
2024).

General-purpose AI transparency reports could inform the public about more than 
just the model and policy enforcement. Transparency reports could reveal how and 
how frequently people attempt to use a given AI application for high risk tasks, such 
as seeking medical information, financial advice, or information about elections. 
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(Transparency reports are better suited to providing insights into user queries than AI 
system responses, as the latter can fluctuate significantly based on query specifics and 
individual user customizations.) While we don’t see or expect similar transparency 
reports for other general-purpose technologies, like document sharing software or 
email, AI applications should be held to a higher transparency standard because they 
are at least partially responsible for the content that gets generated and are more likely 
to have unexpected uses and effects.

Companies can take either a top-down or a bottom-up approach to sharing use case 
information in transparency reports. In the top-down approach, AI companies would 
solicit questions from stakeholders and experts in these different high risk arenas and 
publish the answers. For example, if news emerged that someone became seriously 
ill after following misleading medical advice from an AI product about a specific 
disease, health officials might want to investigate how often people use that product 
for diagnosing that disease. This type of transparency report is likely more useful to 
stakeholders, as it includes their direct input. However, AI companies might struggle to 
provide accurate responses because they lack the context in which the users are utilizing 
the product. In the previous example, it may be difficult to distinguish whether users 
are asking about the disease to diagnose their own condition, out of curiosity, or to test 
the model after seeing the news coverage about how it does poorly on it.

In the bottom-up approach, AI companies use data analysis techniques to understand 
usage patterns and share popular clusters of different use cases with the public. 
Microsoft Research has employed this method with chat logs from Bing Copilot, 
though their research has been quite high level. One study compared Bing Copilot 
usage to Bing Search, finding that users relied on Copilot more for knowledge work 
and complex tasks (Suri et al., 2024). Another study developed a taxonomy of user 
intents behind use of the large language model (Shah et al., 2023). However, it is still 
unclear whether or what it would take for this sort of high-level information to benefit 
researchers and policymakers.

Direct data sharing

In addition to users, AI companies themselves can share AI usage information. While 
this data is valuable to researchers, it also raises significant privacy challenges. AI 
companies collect and store information on users’ prompts (e.g., text prompts, file 
uploads), their applications’ outputs or other responses (e.g., text responses, generated 
images or video, errors, flagged content), and users’ actions on those outputs (e.g., 
positive or negative feedback, attempts to generate a new response, external sharing). 
Together, these data could give researchers a holistic view of how people use AI systems 

Grounding AI Policy: Towards Researcher Access to AI Usage Data22

https://www.microsoft.com/en-us/research/publication/the-use-of-generative-search-engines-for-knowledge-work-and-complex-tasks/
https://www.microsoft.com/en-us/research/publication/using-large-language-models-to-generate-validate-and-apply-user-intent-taxonomies/


and what real world risks they raise, without concerns about skewed samples (as with 
data donations) or company bias (as with transparency reports). Of course, directly 
sharing data without users’ explicit permission could, as discussed earlier in this paper, 
significantly undermine users’ privacy, and, if it fell into the wrong hands, harm AI 
companies’ market position.

However, other sectors have “navigated the Scylla and Charybdis of privacy and 
trade secrecy” in order to have companies share sensitive data with researchers so as 
to better understand the effects of new technologies (Morten et al., 2024; Nicholas & 
Thakur, 2022). The Food and Drug Administration, for instance, manages to require 
pharmaceutical and medical device companies to share data about their clinical trials 
with researchers without posing major healthcare privacy risks to patients (Herder et al., 
2020). Utilities have been able to share electricity usage data with researchers in a way 
that does not reveal sensitive information about customers (Fournier et al., 2020). And 
in the case of social media, although voluntary researcher access to data has long been 
controversial, companies have been able to share data with researchers in a manner that 
allows impactful research without compromising their users’ privacy (Lapowsky, 2024).

AI companies can adopt any of several approaches to share user data with researchers 
in a more privacy-preserving manner. However, it remains uncertain whether any of 
these methods can fully (or at least sufficiently) mitigate the privacy risks associated 
with direct data access. One approach is to use data clean rooms, where a company 
shares data with an external party in a secure, monitored environment. In this 
setting, the external party cannot access the raw data but can analyze and aggregate it 
safely. Another approach could be to use differential privacy, a statistical method of 
adding random noise to the data that still preserves certain traits to make it useful for 
researchers to analyze. Finally, companies can more directly intermediate access to data, 
such as by running queries on behalf of researchers. Currently, there are no publicly 
known examples of AI companies sharing usage data with external researchers, so 
these methods have not been tested. Although they have been used in other domains, 
applying them to general-purpose AI systems might present unforeseen challenges.

Finally, AI companies, or at least social media platforms with AI features, may be 
required by law to share usage data with researchers upon request. In the EU, under 
the Digital Services Act (DSA) Article 40, Very Large Online Platforms (VLOPs) and 
search engines (VLOSEs) — i.e., platforms with more than 45 million active monthly 
users — are obligated to share certain data that researchers request access to (DSA, 
Article 40). Depending on how the DSA is interpreted, AI applications that grow 
to have enough users could be considered VLOSEs (Lemoine & Vermeulen, 2023), 
which would make questions of how to safely operationalize researcher access to their 
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data of immediate importance.2 Proposed legislation in the US regarding researcher 
access to data, such as the Platform Accountability and Transparency Act and the 
AI Foundation Model Transparency Act, could also have similar effects (H.R.6681, 
S.5339).

2 In addition to depending on future definitional work from the EU about whether/which AI 
applications count as VLOSEs, it would also matter whether a conversation with a chatbot counts as 
a private conversation service, meaning it would be excluded from Article 40. Thank you to Matias 
Vermeulen for pointing this out.
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Recommendations AI companies should build tools to allow 
users to donate their usage data to 
researchers

AI companies should develop research APIs that allow users to donate 
their chat logs and other usage data to vetted, third-party researchers 
with appropriate safeguards. Among the options for data donation, 
APIs have the potential to be the easiest for researchers to implement 
and the most privacy protective for users. A well-designed research 
API can ensure that participants clearly understand what data they are 
consenting to share with researchers and limitations on any secondary 
uses or disclosures and allows them to revoke access at any time. APIs 
position AI companies as intermediaries, vetting who gets access 
and for which projects. This allows companies to stop bad actors or 
privacy violating research projects and impose appropriate privacy and 
security safeguards (Vogus, 2022). At the same time, companies should 
not be permitted to censor research because it harms their brand or 
unduly limit researchers by requiring them to sign onerous data access 
agreements that grant the company final approval of research before 
publishing, prevent researchers from sharing the underlying data with 
peer reviewers with appropriate safeguards, or other undue burdens. 
Establishing public guidelines for research approval, avoiding non-
disclosure agreements for researchers with respect to their findings, and 
involving neutral third parties to approve researchers and projects can 
help maintain this balance. Examples such as Twitter’s former academic 
research API could serve as a good model (Twitter, n.d.).

AI transparency reports should include 
information about how people use their 
product

AI companies should work to develop transparency reports that 
not only provide information about the safety and governance of 
their systems, but also give researchers and the public insight into 
how people use them. AI companies should do this in both a top-
down and bottom-up way. They should engage with researchers, 
policymakers, civil society, and other external stakeholders to determine 
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what use case information would be most helpful to them. They should publish this 
information, and also share their methodologies for analysis so that those relying on 
these disclosures can better understand how to use them. Companies should also 
share their own research on how people take advantage of the tools they provide to 
illuminate unexpected use cases. Finally, companies should share summary information 
about product usage, both in general and in specific high-risk domains like finance and 
education, based on input from external stakeholders.

AI companies should pilot larger data sharing 
programs with researchers

AI companies should experiment with ways to share usage data directly with 
researchers in privacy preserving ways. Currently, it is an open question whether 
existing privacy practices, including those making data access safer (e.g., data clean 
rooms, indirect company requests) and those making the data reveal less personal or 
sensitive information (e.g., differential privacy, various de-identification processes), can 
sufficiently enable companies, rather than users, to share usage data with researchers 
without compromising privacy. Academic researchers and AI companies should both 
dedicate resources to developing these methods, and AI companies should be willing 
to pilot new programs. This could involve allowing researchers to apply for access to 
specific AI usage data and include methods in their requests to address various privacy 
and cybersecurity concerns.

Social media platforms should include AI 
information in their research APIs and data 
portability tools

General purpose AI companies are not the only ones with access to data about how 
people use AI — surfaces where AI-generated data is shared, in particular social media 
companies, may also have access to this information. Social media companies should 
include AI-related metadata in their research APIs about data generated both on- and 
off-platform. For instance, when researchers access public content via the Meta Content 
Library, that data should include information about whether it was generated using 
Meta AI or whether an uploaded image included Coalition for Content Provenance 
and Authenticity (C2PA) or International Press Telecommunications Council (IPTC) 
metadata that suggests it was AI-generated (C2PA, n.d.; IPTC, n.d.). Platforms can 
also provide information from other signals they use to determine whether media is 
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AI-generated (e.g., Google’s SynthID, image scans) and share a confidence interval 
with researchers. This latter data should only be made available to vetted researchers, 
since it could potentially be used to reverse-engineer and undermine companies’ AI-
detection systems. Finally, platforms that host chatbots on their services, such as Meta 
and Snapchat, should allow users to export their conversations with these bots as part of 
their data portability services.

Lawmakers should protect users’ abilities to 
donate their AI usage data to researchers, 
including through scraping

Data donation via user-permitted web scraping can provide meaningful utility to 
researchers, create a minimal burden for companies, and give users the choice whether 
to assume any privacy risk from the data sharing. However, in the US, the practice 
falls in a legal gray area. Policymakers should clarify the law to make sure researchers 
employing user-permitted web scraping in good faith do not face legal risk from AI 
companies, and that AI companies are not held liable for mishandling user data if they 
allow such tools.

There is precedent for companies using privacy law as a justification for shutting down 
independent research in social media. Facebook, for instance, shut down the NYU 
Ad Observer, a browser extension that users could install to scrape and donate data 
on the political ads they encountered in their feed, arguing that it went against their 
Terms of Service and their FTC consent order (Clark, 2021). Similarly, Facebook shut 
down AlgorithmWatch’s project to allow users to donate information about what they 
were recommended on their Instagram newsfeed, also using scraping, arguing that it 
went against their Terms of Service and GDPR (Kasyer-Bril, 2021). Both projects had 
explicit user consent, were open source, and were instrumental to journalism covering 
Facebook. The NYU Ad Observer was also independently audited for user privacy and 
security (Mozilla, n.d.). In response, the FTC clarified that the NY Ad Observer did 
not go against the consent order, and reprimanded Facebook for using it “as a pretext 
to advance other aims” (Levine, 2021). US lawmakers also proposed a number of laws 
shortly after this incident that protected researcher’s abilities to independently scrape 
and analyze platforms, including the Platform Accountability and Transparency Act 
(PATA), the Social Media Data Act, and the Digital Services Oversight and Safety Act. 
The EU went one step further, protecting researcher access to data under DSA Article 
40.
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Lawmakers should offer similar protections to researchers and AI companies 
concerning users donating their usage data. By issuing clarification that AI companies 
will not be accused of privacy violations for supporting good faith, privacy-protective 
research efforts, companies cannot hide behind the figleaf of legal liability when 
prohibiting research, and companies that are actually interested in sharing this data 
could do so without fear of recourse. This can be done through bills explicitly designed 
to protect researcher access to data, or through government and multilateral bodies 
offering guidance on best practices.

Lawmakers should encourage transparency 
reports that include information about how 
people use AI systems in high-risk domains

As previously discussed, global voluntary commitments for transparency have primarily 
focused on AI companies disclosing their models’ limitations, capabilities, and safety 
efforts, including benchmarking and red-teaming. Lawmakers should expand these to 
include information about how people use AI applications. In particular, lawmakers 
should push AI companies to work with experts in high risk domains where their 
products may be used — such as finance, healthcare, and education — to understand 
what information they could provide to help people more safely use their products in 
these ways. They can do this by providing guidelines and best practices for involving 
external stakeholders in the design of transparency reports. Companies should publish 
this information alongside their methodologies for analysis, so that those relying on 
these disclosures can better understand how to use them.
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