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Words to Know Child sexual abuse material (CSAM)
Sexual pictures, text, and videos of children.

Child sexual exploitation and abuse 
(CSEA)
When an adult hurts a child in a sexual way. This can also mean taking 
and sharing photos and videos of children doing sexual things.

Grooming
When an adult tries to make a child trust them, with the goal of getting 
the child to do sexual things. 

Livestreaming services
Programs or websites that let people broadcast themselves live online.

Predictive modeling
When a computer guesses what is in a picture or video based on what 
the computer has seen before.

Prostitution
When someone pays to have sex with someone else. When this happens 
to children, an adult usually pays another adult to have sex with a child.

Risk score
A way livestreaming services sort and figure out which accounts might 
be dangerous.

Sextortion
When someone tries to blackmail a child to get the child to have sex 
with them, or threathens to share sexual pictures, text, and videos of 
that child. 
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Sex trafficking
Sex trafficking is when someone makes a business out of forcing people to do sexual 
things.

Trust and safety practices
Online rules and tools that try to stop people from breaking rules or laws.

Trust and safety tools
Online tools that try to make the internet safer.

Words to Know
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About this Report L ately, there are lots of new kinds of websites and computer 
programs being made. One of these kinds of programs are called 
livestreaming services. Livestreaming services are programs 
or websites that let people broadcast themselves live online. 

Livestreaming can happen as a video, or as just sound, like a phone call. 
Livestreaming services let people show others around the world what 
they are doing. 

For example: Someone who does livestreams is called a livestreamer. 
Suzie is a livestreamer. She does a “get ready with me” livestream. This 
is a popular kind of livestream. Suzie livestreams herself choosing an 
outfit and putting on makeup. While she does, Suzie talks to the people 
watching the livestream. People watching the stream can also type 
questions for Suzie. Then, Suzie can answer with her voice while she 
gets ready.

But livestreaming services can also be dangerous. Some people 
livestream things that are against the law or that hurt people. Some 
livestreamers tell people to hurt themselves or do violent things. In 
this report, we talk about a specific dangerous thing that happens on 
livestreaming services. We will talk about child sexual exploitation and 
abuse. 

Child sexual exploitation and abuse is when an adult hurts a child 
in a sexual way. We call child sexual exploitation and abuse “CSEA” for 
short. Some kinds of CSEA are:

• Having or taking pictures or videos of children who are 
naked and/or having sex.

• Giving others pictures or videos of children naked and/or 
having sex.

• Forcing a child to have sex or do sexual things.
• Grooming a child. Grooming is when an adult tries to make 

a child trust them, with the goal of getting the child to do 
sexual things. 

• Sextortion. Sextortion is when someone tries to blackmail a 
child to get the child to have sex with them. For example, an 
adult might threaten to tell a child’s secrets to their parents if 
they don’t have sex.  

• Child prostitution. Prostitution is when someone pays to 
have sex with someone else. When this happens to children, 
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an adult usually pays another adult to have sex with a child.

To try and stop CSEA from happening in livestreaming, livestreaming businesses use 
certain tools. These tools are called trust and safety tools. This report looks at the 
kinds of trust and safety tools livestreaming businesses use. We look at how these tools 
work to make livestreaming safer and stop CSEA. 

It is hard to stop bad things from happening in livestreams. Most online businesses have 
ways to find and get rid of dangerous pictures or videos. They have computer programs 
that can compare pictures or videos. 

For example: Alton puts a video on Freevideos.com that shows people fighting. Fighting 
videos are not allowed on Freevideos.com. Freevideos.com deletes any videos that go 
against this rule.

Freevideos.com has a trust and safety tool to help with this. It is a computer program 
that checks everything that gets put on the website. The program can check if any new 
things on the website look like things that were deleted before. The program sees that 
Alton’s video looks like another fighting video that got deleted for breaking the rules. 
So Freevideos.com deletes Alton’s video from their website.

But because livestreams happen live, this gets a lot harder to do. Everything a 
livestreamer makes is new and happens on-the-spot. That makes it harder to compare 
to other videos to see if there’s anything dangerous in the livestream. That means 
livestreaming businesses need to use less helpful tools. They might need to listen to the 
livestream to hear what is happening. They might need to read a report of what got said 
in the live stream. Or, they might need to look at livestreamer’s accounts to see who 
might do dangerous things.

We looked at everything we could find about livestreaming services. We also talked to 
people who work in livestreaming businesses or who study livestreaming. We found out 
that livestreaming businesses are trying to stop CSEA in 3 ways: 

• Looking at how the livestreaming service gets designed. These are 
steps that happen before a livestreamer can start livestreaming. These tools 
make it harder for livestreamers to start before proving they are safe. For 
example, some services won’t let new people livestream until they get enough 
followers on their account. This makes it so a new person can’t keep making 
accounts to livestream CSEA. 

• Looking at what happens in livestreams. People or computer programs 
can look at livestreams to find and stop CSEA. For example, people can 
take screenshots of a livestream and see if they match other livestreams 
that showed CSEA. Some computer programs can get “trained” to tell if a 
livestream has CSEA in it. 

About this Report
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• Looking at livestreamer accounts. Livestreaming businesses can look at 
people’s accounts to see who might livestream CSEA. They can put a “flag” 
on these account to look into them more. Livestreaming services can also 
spread the word to stop dangerous people from using a different service. 
 
For example: Paul tried to livestream CSEA on a livestreaming service called 
S. S found out and banned Paul’s account. S also made sure nobody in Paul’s 
home could sign up for S again. Lastly, S let other livestreaming services 
know about Paul. That way, Paul could not sign up for another livestreaming 
service.

It is still very hard to check for CSEA in livestreams. Right now, livestreaming 
businesses have to focus on finding and reporting CSEA. They do not have all the tools 
they need to stop CSEA before it happens. But livestreaming businesses hope that one 
day, they will be able to stop CSEA before it happens. Doing this will take a lot of new 
trust and safety tools. That’s why the ways livestreaming businesses work to stop CSEA 
change all the time.

The way livestreaming businesses work on stopping CSEA has some problems. First, 
livestreaming business don’t always explain how their trust and safety tools work. They 
do this to stop people from being able to break these tools and keep livestreaming 
CSEA. But it’s important that people like policy-makers and victims of CSEA know 
how these tools work. 

Second, it is almost impossible to tell how well trust and safety tools work. Some tools 
could end up banning livestreamers who were not doing anything wrong. We also don’t 
know if there are certain kinds of CSEA that these tools might leave out. 

Third, trust and safety tools can take away people’s privacy. They can collect a lot 
of information about someone’s life. Also, banning a livestreamer who was doing 
nothing wrong takes their right to free speech away. If the tools to stop CSEA make 
livestreaming too hard for everyday people to use, these websites could become a less 
safe place. 

To help fix these problems, we talk about 4 ways to make things better: 

1. Livestreaming businesses need to show how their trust and safety 
tools work. This will help make these tools better at stopping CSEA.  Right 
now, there are no ways for businesses to test and compare how their tools 
work. Policy-makers and researchers need to know how well these tools work 
and how much these tools can do on their own. 
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2. Livestreaming businesses should be honest about how well computer 
programs can find and stop CSEA. Using computer programs to stop 
CSEA has become a popular topic recently. But there is only so much 
computer programs can do to stop CSEA. Livestreaming businesses should 
make sure people are always part of doing this work. People are better 
at understanding all the information needed to make a decision about 
dangerous things in livestreams.

3. Livestreaming businesses should design livestreaming websites that 
help people protect themselves, especially children. Livestreamers 
should have what they need to protect themselves against bad people online. 
For example, people on livestreaming websites should have better tools to 
report dangerous livestreams or accounts.

4. Livestreaming businesses should work with many people and groups 
to stop CSEA on livestreaming. Groups like the Tech Coalition are 
making guidelines for livestreaming businesses. But groups like child 
safety organizations and human rights groups should also be part of these 
conversations.

CSEA is a big problem that affects children, their families, and communities. It’s very 
important that livestreaming businesses try to stop CSEA from happening on their 
services. Lots of different groups are working on trust and safety tools. But if these tools 
are not designed the right way, they won’t be helpful. That will make everyday people 
and policy-makers trust livestreaming services less.

Trust and safety tools will get better if livestreaming businesses explain how they work. 
They will also get better by using the experiences of lots of people to make better tools. 
We hope this can help new tools get made that stop CSEA while being a good thing for 
livestreamers too. 

About this Report
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To Start In the past few years, livestreaming services have gotten very popular. 
Some livestreaming services are:

• Discord
• Instagram Live
• Youtube Live
• Tiktok Live
• Twitch

Livestreaming services let people share videos as they make them instead 
of when they are finished. 

For example: Johanne is making a Youtube video. They start by 
recording the whole video first. Then, they put the video on Youtube. 
After that, other people can watch Johanne’s video. The people 
watching can leave comments, but they cannot talk directly to Johanne.

Later, Johanne does a livestream using Youtube Live. People can watch 
the stream in real time. They can talk directly to Johanne. 

Livestreamers can share what they’re doing to people around the world. 
Some livestreaming services are public, so anyone can watch. Others are 
private, so people can livestream to their friends or for work.

More and more young people are using livestreaming services. That’s 
why people want to make sure that livestreaming services are safe. People 
like the police and parents are worried about CSEA happening on 
livestreams. 

Livestreaming CSEA can look like:

• Showing pictures or videos of children naked and/or having 
sex

• Making a child undress or have sex on a livestream
• Child prostitution on a livestream
• Making a child do a sexual “performance” on a livestream

Sexual pictures and videos of children are called child sexual abuse 
material. We call this “CSAM” for short. Watching or making 
livestreams with CSAM is against the law. But many different 
livestreaming services get used to make or spread CSAM.  
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Websites that let people post pictures and videos already have guidelines to stop CSAM 
from getting spread. Groups like the WeProtect Global Alliance and the National 
Center for Missing and Exploited Children (NCMEC) helped make these guidelines. 
The biggest trust and safety tools these websites use are computer programs that can 
spot CSAM. These programs look at a database of CSAM from the government. They 
can check new pictures and videos to see if they “match” any in the database. If a new 
picture or video looks too much like one in the database, it gets marked as CSAM. 
Then, the website can delete the video and call the police if they need to. Matching lets 
businesses know if anything on their website looks like CSAM. 

But livestreaming services make it harder to check for CSAM. Because livestreams 
happen in real time, they can’t be “matched” in a database like regular videos can. This 
is a big problem because it stops the computer program businesses use to check for 
CSAM from working. 

Livestreaming businesses have other tools they can use to find CSAM. But they are 
not as helpful as the matching tool. Instead, many businesses use a computer program 
called predictive modeling. Predictive modeling is when a computer guesses what is in 
a picture or video based on what the computer has seen before.

For example: Patty wants to make a predictive model to tell cats from dogs. She shows 
her computer program 1,000 pictures of cats and 1,000 pictures of dogs. This helps 
the program learn the difference between dogs and cats. Then, when Patty shows her 
computer program a new picture of a cat, the program can guess that the picture is a 
cat. 

Livestreaming businesses can make predictive models to check for CSAM. But studies 
have shown that predictive models don’t work well. They have even bigger problems 
when trying to sort through live video. And it would also take a lot of money and 
energy to run predictive models on a livestreaming services. Some livestreaming services 
have tens of thousands of people livestreaming at a time. That also slows down how 
fast the predictive modeling happens. The more people that livestream, the less well 
predictive modeling will work. 

This report talks about how livestreaming businesses try to stop CSAE. We talk about 
what trust and safety tools businesses came up with to solve the new problems that 
livestreaming caused. We also talk about how these tools might affect everyday people 
and their privacy. 

To Start
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This report is written by the Center for Democracy & Technology (CDT). CDT 
studies how computer programs get used to check for dangerous things online. CDT 
looks at how these programs can help, but also might affect people’s human rights and 
freedom. 

This report will go through the trust and safety tools that livestreaming businesses 
made. There haven’t been many studies about this topic. But lots of people use 
livestreaming services. And trust and safety tools affect how everyone does things 
online. There are more and more companies making trust and safety tools, too. So it’s 
important to talk more about these trust and safety tools and what they do.

We will start this report by talking about research that has already been done about 
CSEA and livestreaming. Then, we will go through the ways livestreaming services try 
to stop CSEA. These ways are:

• Making it harder for people to livestream. This could make it harder for 
people to livestream CSEA.

• Looking at livestream videos and sound to find signs of CSEA.
• Looking for and stopping accounts that might livestream CSEA. 

After that, the report will talk about how trust and safety tools might affect everyday 
people. We will also talk more about important things we’ve noticed about trust and 
safety tools. For example, more livestreaming businesses are focusing on livestreamer’s 
accounts. They will look at an account’s data to try and figure out if someone might 
livestream CSEA. We will talk about how these tools might affect people’s privacy or 
human rights. We also talk about how livestreaming businesses could do a better job 
sharing information about their trust and safety tools.

1. Research on livestreaming and Child Sexual 
Exploitation and Abuse (CSEA)

The research on CSEA and livestreaming can be hard to understand. Some studies talk 
about different kinds of CSEA as if they were the same thing. Other studies talk about 
different websites, but not livestreaming services. Many everyday people know about 
livestreaming and that it might be dangerous for children. But there hasn’t been a lot 
of research about livestreaming and CSEA. In 2024, there were only 8 peer-reviewed 
research papers about this topic. Peer-reviewed means the research was looked at by 
experts to make sure it was done right.
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Most of these 8 research papers talked about how livestreaming gets used in sex 
trafficking. Sex trafficking is when someone makes a business out of forcing people 
to do sexual things. These papers talked about children from countries that have less 
money. Many of the papers talked about the Philippines. 

These papers said that children end up forced to livestream sexual things to try and 
make money. These children want to make money to help their families, so they feel 
pressured to do sexual things online.

There is lots of research that’s not peer reviewed about this kind of sex trafficking. 
Police have talked about how sexual livestreams of children get sold to people around 
the world. We also looked at 30 cases of online CSEA in the United Kingdom from 
2013-2022. We found out that people figure out where livestreams showing CSEA are 
in many ways. These livestreams get posted on online dating websites, sexual websites 
for adults, and texting apps. Many non-profit groups work to try and stop this kind of 
sex trafficking.  

Another kind of research about online CSEA focuses on grooming. This happens 
when a child does something live online, like playing a game or talking on a website. An 
adult will try to talk to the child online and gain the child’s trust. Then, the adult will 
try to make the child do sexual things over video. The videos or pictures get made by the 
child, which is different than other kinds of CSEA. Online grooming has been talked 
about more in countries that have a lot of money. Grooming has not been talked about 
as much in countries that have less money. 

When children make their own sexual pictures or videos, it is not always CSEA. Teens 
who are almost adults may choose to take these kinds of pictures or videos on their 
own. And it can be hard to know if a teenager makes a choice because of pressure 
or not. For example, one report found out that some teens sell sexual pictures on 
Instagram. Some teens might say it is their choice because they want to make more 
money. But if a teen’s family doesn’t have the money they need, they might feel forced 
to sell sexual photos. 

We don’t know how often children make their own sexual livestreams. But the news 
has started talking about CSEA and livestreaming more often. A news article from 
Bloomberg in 2022 looked at a video game livestreaming service called Twitch. They 
found out some young Twitch streamers were threatened and tricked into having sex. A 
chat app with livestreaming called Discord also got used in “sextortion” of children.

TikTok also looked into CSEA on its own app. They found out that children were 
taking their clothes off on TikTok Live in exchange for gifts.

To Start
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The news also wrote about how some livestreaming services make it easier to share 
CSEA. Most people think livestreams disappear once they are done. But some 
livestreaming services let people save parts of a livestream. In 2024, Bloomberg reporters 
partnered with the Canadian Centre for Child Protection. They looked into Twitch’s 
“Clips”, short videos that livestream viewers chose of their favorite stream moments. 
Out of 1100 “clips”, 83 had CSEA in them, which is a big portion of the clips. 
Sometimes, people will use these clips in new livestreams. This happens on other 
livestreaming services too. 

NBC looked into Discord to find out more about CSEA happening there. They found 
out that many people worked together to try and make children do sexual things. For 
example:

• “Hunters” would find young girls and invite them into a Discord server. 
• “Talkers” would chat with the girls and gain their trust.
• “Loopers” would pretend to be children by playing sexual videos of children 

over livestream. They would convince the real children to do sexual things 
with them.

Some news stories look at “trolling” livestreams. This is when someone, usually many 
people at once, go to a stream to cause trouble for a livestreamer. This happens a lot to 
livestreamers who are women or people of color. People can share CSAM in someone’s 
livestream to try and get them in trouble or banned. Reporters at 404 Media did a news 
story about “trolls” who share CSAM. They found out that this kind of trolling gets 
used by people to shut down Discord servers they don’t like. 

GOALS OF THIS REPORT AND WHAT WE DID

For this report, we looked at research, livestreaming businesses, and the news. These 
different places used the word “livestreaming” to mean 7 different things:

• Social network websites with livestreaming built-in. These livestreams are 
meant for large groups to watch. For example, TikTok Live, Instagram Live, 
Facebook Live.

• Livestreaming services for video games that now also have other livestreams. 
For example, Twitch, Kick, Discord.

• Programs for livestreaming a big event, like a concert or show. For example, 
Clubhouse, Spotify Live.

• General video calling programs For example, Zoom, Teams, Skype, Jitsi, 
Webex.
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• Text messaging apps that also let people make live group calls. For example, 
Facetime Video, WhatsApp, Signal, Telegram.

• “Random video chat” websites and apps. These match up two random 
people for a video call. For example, Shagle, ChatRandom, ChatHub. 

• Websites or apps made for livestreaming adults doing sexual things. For 
example, StripChat, Chaturbate.

Research also talks about different kinds of CSEA that happen over livestream. These 
kinds of CSEA are:

• Sex trafficking over livestream. This research looks into people from 
countries with more money. People from these countries pay to see sexual 
livestreams from children. These children are usually from countries with 
less money. 

• Showing non-live CSAM, like a picture or old video, over livestream. Or, 
sending CSAM to others through a live stream. For example, someone could 
link to CSAM in the chat of a livestream.

• Sexual pictures, videos, or livestreams that children make themselves. This 
usually happens in countries that have more money. These can get shared 
in livestreams, or in non-live places after a livestream. For example, a child 
might send a naked photo to someone they talked to in a livestream.

The 7 different types of livestreaming are very different. There isn’t any research that 
talks about all of them at once. Also, there isn’t good information about how much 
each different type of CSEA happens in livestreams. Some non-profit groups tried to 
look at how much CSEA happens in livestreams in the Phillipines. They found out that 
1% of people under 18 could be part of sex trafficking over livestream.  They also found 
out the people running the sex trafficking business were in Europe, the US, and the UK. 

Sometimes livestreaming services will let everyday people know about CSEA on their 
livestreams. But they usually don’t say if sexual livestreams were made by an adult or 
the child themselves. For example, Twitch said that from January to June 2023, they 
had 12,801 cases of CSEA that they took action to stop. But the way they measured 
also counted any livestreaming that could put a child in danger. So we can’t know from 
Twitch’s numbers how much actual CSEA happened there. Twitch also doesn’t say 
how they “took action” in each of these cases. 

Our goal in this report is not to find out how much CSEA happens in livestreams. 
We want to know what livestreaming businesses are doing to try and stop CSEA 
in livestreams. To do that, we started by looking at what these businesses have said 
about CSEA and livestreams. We looked at businesses who did all 7 different kinds of 

To Start
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livestreaming. We looked the most at livestreaming services aimed at large groups of 
people. We also looked at how websites for adult doing sexual things keep children off 
their websites. 

We looked at all kinds of materials from these businesses. We looked at their reports, 
white papers, new stories, and blogs. We also looked at work by businesses and groups 
like the Tech Coalition, who talk about online safety. We also did 15 interviews with 
leaders and experts in the livestreaming businesses. We asked these people to talk about 
trust and safety tools, and the problems they have keeping livestreaming safe. We used 
people’s thoughts to help plan a half-day workshop hosted by CDT in June 2024. 
People from many different groups who care about livestreaming and CSEA came to 
the workshop.

This paper talks a lot about CSEA — Child Sexual Exploitation and Abuse. One part 
of CSEA is CSAM — child sexual abuse material/imagery. There are a lot of laws about 
CSAM. But CSEA talks about things that CSAM doesn’t. For example, CSEA talks 
about grooming. Grooming itself is not against the law. But even though grooming 
isn’t against the law, it is still dangerous. It can lead to an adult making a child doing 
things that are against the law. Our research showed that livestreaming businesses also 
try to stop grooming on their livestreaming services. They use trust and safety tools to 
try and stop grooming. We will talk about tools to try and stop grooming in this report. 

2. All about trust and safety practices in 
livestreaming

Livestreaming businesses use many trust and safety tools to stop CSEA in livestreams. 
Most livestreaming services have rules that ban showing children doing sexual things. 
These rules get called things like “terms of service” or “community guidelines.” These 
rules say that businesses can stop anyone trying to share CSEA. 

Making rules like this is a part of online trust and safety practices. Trust and safety 
practices are the rules and tools websites use to stop people from breaking rules or 
laws. More and more technology businesses are making their own trust and safety 
practices.

Research about livestreaming services like Twitch show how hard it is for them to 
use trust and safety practices. One problem is that livestreams disappear as they 
get recorded. Unless someone saves a video of a livestream, people can’t watch the 
livestream after it finishes. Sometimes livestreaming businesses save videos of each 
livestream. But other businesses don’t have the money or tools they need to save that 
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many livestream videos. This makes it harder for workers at livestreaming businesses to 
find and ban people who livestream CSEA. It also makes it harder to stop people who 
break the law on livestreams. Usually, the police need evidence that CSEA happened in 
a livestream before they arrest someone. If the video of the livestream is gone, this can 
make the police’s job a lot harder.  

Acting quickly when CSEA happens on livestreams is also hard to do. If CSEA 
happens on a livestream, it needs to get stopped before it gets spread to other places. 
But that is hard because everything on a livestream happens in real time. Livestreaming 
businesses may only have a few minutes or seconds to stop the livestream. 

This can be a problem even in livestreams about normal topics. For example, big chess 
matches get livestreamed online a lot. If someone shared CSAM in the chat, thousands 
of people could see it. And some of those people could save the CSAM to share with 
others. It is harder to figure out who could have shared CSAM once the livestream 
ends. That’s why livestreaming businesses need to act fast to stop this from happening. 

There is lots of research about how livestreamers try to keep their own streams safe. 
They ask people they know to look over their livestream chat and ban people who 
break the rules. Livestreaming businesses should also think more about their own trust 
and safety practices. These practices need to happen quickly. Livestreaming businesses 
should also think about how the police or other groups can be a part of these practices.

One of the biggest problems with livestreams is that they are videos. It is very hard 
for computer programs to tell what happens in videos. It is much easier for them to 
understand words or pictures. There are some computer programs made to look at 
videos and tell what is going on. But these programs were made for regular videos, not 
for livestreams. That’s why livestreaming businesses need to make new tools to keep 
livestreaming safe. 

Right now, there isn’t research that sums up trust and safety practices in livestreaming. 
We looked into many trust and safety tools that livestreaming businesses are making 
and using. Some of these tools are new, and got made just to find CSEA. Others are old 
tools used in a new way. 

We split up these trust and safety tools into 3 types. We also list examples of trust and 
safety tools of each type. The 3 types are:

Livestream design. These tools affect who can livestream. They make it harder for 
people to start streaming. This could stop some people from sharing CSEA.

To Start
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Some examples of livestream design tools are:

• Rules about what accounts can livestream. For example, someone might 
need 100 followers to livestream from a new account. Or, their account 
might need to be at least a week old to livestream.

• Making livestreamers prove their age. Some websites make people show 
photo ID to start livestreaming.

• Making livestreamers prove who they are. Some websites make people 
give out their phone number or credit card information before they can 
livestream.

Checking what is in the livestream. These computer programs look at livestreams 
and try to find CSEA.

Some examples of livestream checking tools are:

• Matching tools. These tools try to “match” pictures or videos with CSAM 
that already exists. The computer looks at someone’s profile picture, 
background, or other pictures or videos from an account. Matching tools 
can also look at livestreams by checking one short clip at a time. If anything 
“matches”, the computer knows it is CSAM and can take action to stop it.

• Predictive modeling. These computer programs look at different parts 
of a livestream. They check for clues that something might be CSEA. 
For example, a predictive model might check for how old the people in 
a livestream look. They might check if the people in the livestream are 
wearing clothes. They might also check what the people in the livestream are 
saying, and what the livestream chat says. The predictive model uses all this 
information to decide if a livestream has CSEA in it. If the predictive model 
finds CSEA, it can take action to stop it.

Checking livestreamer’s accounts. These tools check for signs an account might 
share CSEA.

Some examples of tools that check livestreamer accounts are:

• Account behavior indicator tools. These tools let a human or computer 
“flag” an account they think might share CSEA. This helps livestream 
businesses keep track of that account just in case. It also lets businesses share 
data with each other about bad accounts.

• User flags. This is when someone on a livestreaming service sees someone 
breaking a rule or law. They can “flag” the account for someone at the 
livestreaming businesses to check.
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Next, we will talk in more detail about each of the 3 kinds of trust and safety tools.

LIVESTREAM DESIGN: MAKING IT HARDER TO STREAM

There are already many ways businesses try and stop bad things happening online. 
Some websites use things like two factor authentication (2FA). 2FA means having to 
use both a password and your phone to log in to a website. 2FA helps stop people from 
making fake accounts to scam people. People who want to spread CSAM might do it 
less if they had to sign up for websites with their phone number. But people can also 
buy new phones and phone numbers to share CSAM.

Some livestreaming services have ways that livestreamers can protect their own 
livestream. For example, Twitch livestreamers can set “channel level verification 
requirements”. This stops people from chatting who don’t have their email or phone 
numbers on their accounts. Some livestreaming services let livestreamers block links in 
chat, or block certain words from being said. 

Other livestreaming services check how popular someone is before they can stream. 
YouTube had a rule that livestreamer accounts needed to have at least 50 channel 
subscribers to livestream. This could stop someone from making a new account just to 
livestream CSEA. 

Youtube also added extra rules about livestreaming. They said that livestreamers need 
to put in their phone number before they go live. Youtube also locked out certain parts 
of the website unless livestreamers shared more of their personal information. Tiktok 
has also done something like this. Anyone can use TikTok Live, but only accounts with 
more than 10,000 followers can use Live Studio. 

Ways livestreaming services try to keep children safe

Some livestreaming businesses are trying to stop children from signing up. TikTok’s 
rules say that people under 18 can’t livestream. Twitch’s rules say livestreamers must 
be 13 or older. The U.S. has laws about children online, and the rules are different for 
children under 13. That is why many websites don’t allow children under 13. 

Some websites let people say what their age is without checking their ID. But people 
can lie about their age. Lately, more websites are using different ways to check people’s 
ages. For example, Twitch uses a computer program to find and ban accounts of people 
under 13. Twitch also blocks the children who got banned from making new accounts. 
For accounts they are not sure about, they will make the account put in a phone 
number before livestreaming.

To Start
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TikTok also uses a computer program to try and tell which accounts are under 18. If an 
account gets flagged by the program, that person must show their ID before they can 
livestream. They also need to take a photo of themselves with a code Tiktok gives them. 

TikTok’s said that from January-June 2024, they banned 21 million accounts of 
children under 13. They did not say how many of these accounts got banned because 
they tried to livestream.  We interviewed livestreaming businesses, and asked more 
about age-checking computer programs. We found out these programs look at what 
types of things each person on Tiktok watches, and who they talk to. This lets the 
program guess how old someone might be. But we still don’t have a lot of details about 
how well this program actually works. 

More and more livestreaming services are checking people’s ages. This is similar to 
websites and apps for adults to do sexual things. U.S. law says that all actors in adult 
movies have to be over 18. Adult websites outside the U.S. also follow this law. For 
example, the website Stripchat is in Cyprus in Europe. They made a rule in summer 
2024 that livestreamers needed to be over 18. Stripchat said that accounts had to show 
their ID before they could livestream.

We interviewed workers at one big adult website. They talked about how they make 
sure everyone on the website is an adult. They said humans are always in charge of 
checking people’s IDs. Workers will also watch livestreams and look for dangerous 
things like violence and CSEA. 

Checking people’s ages and other information can help stop some CSAM from getting 
shared. But these tools can’t stop all CSAM from being shared. Accounts can be 
hacked and taken over by dangerous people. People can make fake IDs, and computer 
programs that check people’s information can make mistakes. Some people also 
worry that computer checking programs could take away people’s privacy. If someone 
hacked into one of these programs, they could get information about a lot of people. 
Researchers once hacked into a program like this that TikTok used, just to show how 
dangerous it could be.

CHECKING LIVESTREAMS TO STOP PEOPLE BREAKING RULES OR 
LAWS

It is hard for a computer program to tell what is happening in a livestream. But 
livestreaming businesses are still trying to make new programs to help with this. Some 
of these programs look for CSAM that already exists, but still gets shown in new 
livestreams. Other programs look at livestreams and try to guess whether or not they 
have CSAM. Both of these kinds of programs don’t just get used on livestream video. 
They also get used on a livestream’s chat box or the livestream’s sound. 
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Finding CSAM that was already made: Video and Sound

Livestreaming businesses haven’t talked much about the tools they use to check for 
CSAM in livestreaming. For example, TikTok says it has its own tools, but also uses 
ones made by Microsoft and Google. Tiktok doesn’t say what its own tools are or how 
it uses the tools from Microsoft and Google. 

One tool that got talked about a lot was called “scene sensitive video hashing” (SSVH). 
SSVH is when a computer program scans through a livestream. The program guesses 
which parts of the video are most important. It turns those parts of the video into 
photos. Then, the program looks for CSAM just like it would for regular photos. 

Another tool that livestreaming businesses use are computer programs that check 
sound. For example, there are apps that can tell what song is playing and let people 
know the title and artist. When the app hears a song, it checks a database of lots of 
music. When it finds a song that matches what it heard, it tells people the song. 

Livestreaming businesses’ tools work in the same way. Computer programs listen to 
the sound from a livestream. Then, the program checks a database of CSAM. If the 
sound from the livestream matches a sound from the CSAM, the program knows 
the livestream has CSAM. This tool can stop people from playing videos of CSAM 
on livestreams. These tools work fast and work well. But they cost a lot of money and 
energy. And the people we interviewed said that not many livestreamers play old CSAM 
on livestreams. So they felt like it might not be worth the cost for these tools. 

The easiest thing for livestreaming businesses to do is “flag” pictures of videos of 
CSAM. People use pictures and videos in live streams all the time. Livestreaming 
businesses can put a “flag” on pictures or videos that break rules or laws. Computer 
programs that check livestreams will look for those flags. Then, if someone tries to share 
those pictures or videos again, they won’t be able to. Or, they will get in trouble for 
doing so. 

“New” Material: Video, Sound, Text 

When someone is livestreaming CSEA as it happens, that is called “new” material. It is 
much harder for livestreaming businesses to check for and stop new material of CSEA. 
Since the livestream is new video, it can’t be compared in a database with old CSAM. 
That is why livestreaming businesses are trying to come up with new tools to solve this 
problem.

Many livestreaming businesses are using predictive modeling. This kind of computer 
program checks streams to guess if rules are being broken. For example, in 2023 
Instagram talked about how they used predictive modeling to stop adults doing sexual 
things on livestreams. Predictive modeling could also get used to stop CSEA. 
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Some businesses make these kinds of tools just for livestreaming services. One big 
business that makes trust and safety tools explained their predictive modeling program 
to us. They said that the program will look at a part of a livestream. The program gives 
the livestream a “score” based on clues about how dangerous the livestream might be. If 
a livestream gets too high a score, the program can let someone know or do something 
about it.

Amazon has a trust and safety tool that works like this, called Rekognition. 
Rekognition is a predictive model that looks for naked or sexual pictures or videos. 
Businesses could combine this tool with tools that check people’s ages. Then, they 
could figure out which pictures and videos are CSAM.

Some people are thinking about how to make predictive models specifically for 
CSEA. For example, a computer program could look at databases of CSAM from the 
government. Then, the program would be able to compare any new livestreams to 
the database. Any livestreams that looked close to what was in the database could get 
flagged as maybe having CSEA. 

Some programs like this already get used online. They are called Thorn’s ‘Safer 
Predict’ and SafetoNet’s ‘HarmBlock’. SafetoNet says that HarmBlock also works for 
livestreams. Groups working to protect kids like the idea of predictive models just for 
CSEA. They think it’s a better idea than trying to guess how old people are in sexual 
videos or pictures. But we don’t know if the CSAM databases show enough of a variety 
of children. That means the predictive model might miss certain children. We also don’t 
know if it’s fair to share these databases with private companies. Lastly, we still don’t 
know how well these predictive models work. 

Another idea for predictive models is to just check a livestream’s sound instead of video. 
Some people we interviewed said that videos of CSAM had specific sounds in them. 
Computer programs could check the sound happening in livestreams. Livestreams that 
have the same kinds of sounds as CSAM could get flagged as maybe having CSEA. 

But we still don’t know how well these programs work, either. For example, many 
livestreaming services show people playing sexual video games. These games might use 
noises of people having sex. A predictive model might flag this kind of livestream as 
CSEA and ban the account, even if the game is allowed. 

Instead of listening to a livestream’s sound, many businesses use transcription. 
Transcription is when what someone says gets written into text. There are many 
computer programs that can transcribe speech from a livestream into text. 
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Transcription can be a helpful way to look for CSEA. Either workers or computer 
programs can read the transcription. They can look for key words that have to do with 
CSEA. If they find these words, they know to take a closer look at the account that said 
them. But not every livestreaming business uses transcription. Some businesses think it 
is too expensive to make and store all the transcripts. 

Some problems might happen when a computer program looks at a transcript. Many 
livestreamers use slang or less common words. So the computer program might not 
understand how a word is being used. Or, people might speak in a language or accent 
the computer program doesn’t understand. This could lead to computer programs 
banning accounts that weren’t doing anything wrong. This is more likely to happen 
to people who speak different languages or are from different cultures. That is not fair. 
Livestreaming businesses need to make sure their tools are fair to everyone. They should 
think more about languages that not many people speak. 

People on livestreaming services can “flag” people’s accounts if they think the account 
broke a rule. People will flag accounts that do dangerous things like share CSEA. 
Using predictive models of sound or transcription can work well with the flagging 
that livestreamers already do. Livestreaming businesses can use predictive modeling on 
accounts that were flagged. That way, they can know which accounts might be the most 
dangerous. They can make sure to take care of the most important flags first. 

One way livestreaming businesses could catch dangerous livestreamers is with “risk 
scores.” A risk score is a way livestreaming services sort and figure out which accounts 
might be dangerous. Risk scores get made by looking at an account’s:

• Messages in a livestream chat
• Video thumbnails (the picture shown before you click on a video)
• Video titles
• Video keywords
• Video and sound on a stream

If an account scores too high a risk score, it is a “problem account”. That means a 
human worker has to look at the account and decide what to do. Right now, risk scores 
are not used in livestreaming services. But other online businesses say risk scores have 
worked well for them. 

Some businesses are using transcript-checking tools to try and stop grooming. For 
example, Safer Predict says its program looks for CSEA in text. The program can stop 
people from using certain words, or ban people who use those words. Most businesses 
that make these kinds of computer programs don’t explain how they work. It looks like 
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these businesses come up with a list of keywords that might have to do with CSEA. But 
this could be a problem because people use words in lots of different ways. For example, 
adults might talk about ways they were hurt as children. It is not against the law to talk 
about this online. But computer programs might think they are talking about CSEA 
happening now. That could get these adults in trouble, even though they were doing 
nothing wrong.

One person we interviewed said computer programs that use keywords are still helpful. 
This person is a worker at a livestreaming business who looks at flags the computer 
program makes. They still have to deal with a lot of flags for accounts that did nothing 
wrong. But the computer program helps them find accounts that they would have 
missed otherwise. 

CHECKING LIVESTREAMER ACCOUNTS FOR SIGNALS

Livestreaming businesses have started looking at one more thing to try and stop CSEA. 
Instead of looking at specific videos or livestreams, they look at people’s accounts. They 
look for “signals” that an account will do something dangerous or against the law. 
These kinds of trust and safety tools were not made for livestreams at first. But more 
and more livestreaming businesses use these tools in their trust and safety practices. 

One way signals can be used is to share information about accounts that might share 
CSAM. Different livestreaming services can share this information with each other. 
This can stop dangerous people from making new livestreaming accounts to share 
CSAM. Another way signals get used is to guess which accounts might be sharing 
CSEA. Most big livestreaming businesses will use both of these kinds of signals. 

Lantern is the name of a new project from the Tech Coalition. This project helps 
livestreaming services make signals to stop CSEA. Different livestreaming services can 
share signals with each other. Signals can have information like:

• Pictures or videos that shows an account has shared CSAM
• Someone’s email address or username
• Keywords that show someone might be sharing CSAM 

These signals can get taught to a computer program. Then, the program can flag or 
delete accounts that have signals on them. 

For example, Meta has a signal program called ThreatExchange. This program lets 
people on Meta see signals and write their own. Meta has many different kinds of 
signals, like:
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• Where someone lives;
• Their name;
• Their IP address (what computer or phone they are using);
• What someone looks at on the internet.

Livestreaming businesses don’t have to share their signals with other businesses. But 
they can still use their own signals. A business could make a signal for anything they 
think is “strange.”

For example: S makes its own signal program. It makes a signal for new accounts that 
get over 500 watchers in a livestream. That’s because it is strange for a new account to 
have that many watchers. It could mean the account is sharing something dangerous 
like CSEA. 

Livestreaming business can also make signals for things like:

• Livestreaming accounts that get many watchers coming from outside the 
website. This means they found the link to the livestream somewhere else.

• When a livestream only has new accounts talking in the chat.
• When a livestream account uses tools to hide who they are.

If an account has these signals, then someone who works for the livestreaming business 
looks at the account. That worker can decide if the account broke the rules, and what 
should happen next. Livestreaming businesses say signal tools already help workers 
make better choices about accounts. And signals can be used for more than just 
banning accounts. Livestreaming services can make it harder for accounts with a signal 
to livestream. They can make the livestream or chat slower, or kick people out of the 
livestream chat. 

Using signals is still pretty new in livestreaming. There hasn’t been a lot of research or 
news about it yet. But livestreaming businesses think signals are a good idea. They think 
signals are a good way to stop some people from livestreaming to share CSAM. They 
also think signals can be used more during streams to stop CSEA while it happens.

Today, big livestreaming businesses are thinking less about finding CSAM. They are 
thinking more about how to stop CSEA in livestreams before it happens. For example, 
instead of looking at pictures and videos of streams, livestreaming businesses will 
look at accounts. They will look at information from someone’s account to check for 
connections to CSEA. If livestreaming businesses can figure out who will livestream 
CSEA, they can stop those people from sharing CSAM. 

Some people we talked to thought signals could help protect some people’s privacy. 
Certain trust and safety tools can take away people’s privacy. For example, programs 
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that collect someone’s information, like their name and address. But signals can help 
livestreaming businesses know when to use these trust and safety tools. Livestreaming 
businesses can choose to only use these tools on accounts that have a signal. Signals also 
let a human worker know to check an account. This can help when computer programs 
make mistakes. 

Because signals are so new, they have their own problems that need solving. People we 
interviewed said they were worried signals could get used without humans looking 
them over. That means computer programs would make choices about people’s 
livestreaming accounts. This could be unfair to some livestreamers.  

More research should happen about how signals affect people from different groups. 
For example, some people use tools online to protect their privacy. There is a chance 
livestreaming services might flag and ban these accounts. People might also get their 
accounts banned just because of where they live. Research should get done to see where 
this happens and how to stop it.

3. Problems with and effects of trust and safety 
practices 

We talked about 3 ways livestreaming businesses try to stop CSEA. Each of these ways 
has its own problems. And each of these ways affect people’s rights and lives on the 
internet. 

LIVESTREAM DESIGN CAN ONLY GO SO FAR

It is hard to tell how old someone is online. So it might be better for livestreaming 
businesses to check how popular someone is before they can livestream. This could stop 
a lot of people trying to make new accounts to spread CSAM. 

But tools to check someone’s popularity aren’t perfect. Someone could hack into a 
popular account to livestream from it. Also, it can be hard to get enough people to 
follow a new livestreamer. That means new livestreamers might never actually get to 
livestream. 

Another way livestream services try to stay safer is just asking people their age. 
Livestreaming websites could ask only livestreamers to share their age. Regular 
livestream watchers would not need to share their age. But people could still lie about 
their age.
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Knowing for sure how old someone is can be hard to tell safely. Asking for someone’s 
ID might not be enough. And asking for ID takes away people’s privacy. Some trust 
and safety tools look at videos to try and tell people’s ages. But these tools might not 
work for all kinds of children. For example, it might be harder for a computer program 
to figure out the age of someone with a disability. 

Other ways that livestreaming services try to stop dangerous livestreamers might be 
unfair. For example, some livestreaming services make livestreamers give out their credit 
card information. This would leave out anyone who does not have a credit card. People 
in the U.S. also have the right to free speech. Trust and safety tools that ban large groups 
of people could be seen as stopping free speech.  

PROBLEMS WITH PREDICTIVE MODELING IN LIVESTREAMS

Right now, there are rules about reporting CSAM on livestreams. U.S. law says 
livestreaming businesses must tell NCMEC if they find CSAM. Livestreaming services 
can also use NCMEC’s database to “match” CSAM they found on livestreams.

The problem is that most livestreams get made in real time. That means looking 
through CSAM databases won’t always work. So livestreaming businesses need to find 
new ways to figure out what is CSEA on livestreams.

Making new trust and safety tools to find CSEA in livestreams comes with new 
problems. One of these tools we talked about earlier is predictive models. Predictive 
models may have “false positives”. For example, the program might flag a livestream of 
kids swimming as CSEA, even though it isn’t. This affects normal livestreamers who 
might get banned and not know why. In the worst case, the police could get called on a 
livestreamer who did nothing wrong.

False positives are a big problem since they happen a lot. They happen the most to 
people who are not men, and people of color. Computer programs also can have a hard 
time seeing what is happening in a livestream. The video might be dark or blurry, or the 
people in the video might be hard to see. Even predictive models that say they do a good 
job could have thousands of false positives a day.

CDT did research before about using computer programs to check things online, like 
predictive models. We found many problems with these programs. There was not a lot 
of information about how they worked. And they didn’t work well in some situations.

We interviewed many people for this report. Most were honest that trust and safety 
tools are not perfect. They said computers will always be wrong sometimes. But people 
who sell these computer programs don’t want to wait. They think they can make these 
programs better once they are already being used. 
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There are other things about trust and safety tools that livestreaming businesses need 
to think about. These things are important to how CSAM specifically gets handled in 
livestreams:

• Where do computer programs get the databases they use to learn about 
CSAM?

• Do people in these databases get asked if their information is okay to share? 
• How can everyday people tell how well trust and safety tools work?
• How can we know how much is actually possible for predictive models to 

do?

A big problem is how to train computer programs to find “new” CSAM. Because 
CSAM is against the law, there aren’t open databases to show a computer program. 
That makes it harder to train the program to do predictive modeling. 

Some businesses work with the police to make tools to find CSAM. The police let the 
business use a database with CSAM that the police had. One example of this is a project 
called Project ARICA, which was paid for by the European Commission. 

Computer programs using CSAM from the police usually only get used to help police. 
They use predictive modeling to try and find new cases of CSEA.  But some of these 
computer programs get sold to livestreaming businesses. Businesses that sell these 
programs say their programs can tell how old someone else. They say the programs can 
tell when people are having sex on a livestream. They also say that their program does 
not have a lot of false positives. 

But businesses selling these computer programs don’t share information about these 
programs. They don’t share how well these programs actually do in real life. They don’t 
share how they made or tested their program. They don’t compare their program to 
other programs. So we can’t know if what businesses say about their programs is true or 
not. 

The people we interviewed were worried about how well these kinds of computer 
programs could work. Even a predictive model that works 99% of the time will still have 
thousands of false positives. That could lead to people’s accounts getting banned even 
if they did nothing wrong. And this would probably affect anything online that shows 
or talks about sex. People have the right to do sexual things online. Predictive modeling 
could make it harder for people to use that right.  

Predictive modeling has a lot of problems. But CSEA is also a big problem. Some 
people we interviewed were worried businesses would stop trying to make tools to 
fight CSEA. If the tools are too hard to make, businesses might give up. Or, if the tools 
might affect people’s rights or privacy, businesses might not want to deal with that. The 
people we talked to wanted businesses to keep trying.



CDT Research

30

But livestreaming businesses need to make sure they have human workers, too. Using 
computer programs to find and decide what is CSEA is not enough. People who make 
these computer problems might think the program never makes mistakes. But we know 
this is not true. That’s why humans should always check the work computers do. 

When training a computer program, it’s important to use good information. For 
computer programs to do a good job finding CSAM, they need to understand what 
CSAM looks like. A good predictive model for CSAM would get trained on photos 
and videos from around the world. Then, the model would get trained on other photos 
or videos of people that were not CSAM. That way, the model could tell the difference 
between each kind of photo or video. But right now, we don’t know of a computer 
program that does all this. So we can’t say for sure whether or not predictive modeling 
can work well to find CSEA in livestreams.  

A few people we interviewed talked about how hard it might be to get information 
about CSAM. Computer programs need CSAM information to work well. But there 
isn’t an easy way to find the victims of CSEA in different databases. And victims of 
CSEA might not be okay with pictures or videos of them getting used for a computer 
program. 

For example: a business made a computer program to predict CSAM. They used a 
database of 1,000 CSAM cases to train the program. Then, the business sells that 
program to others. But the business never asked the victims in the CSAM database if 
that was okay. And the victims don’t get any of the money the business makes.

Livestreaming businesses talk about how hard it is to get databases of CSAM. Only 
some livestreaming businesses can work with CSAM databases from the police. Some 
businesses might get CSAM from databases that are against the law. 

PROBLEMS WITH SIGNALS: THEY TAKE AWAY PRIVACY AND PEOPLE 
LOSE THEIR RIGHTS

Experts on livestreaming and CSEA think signals are a good idea. Livestreaming 
businesses are just learning how to use signals. But signals can make it less likely 
someone’s livestream is flagged as a “false positive” for CSEA. Signals also make it easier 
for human workers to know which accounts to look at. 

But signals have their own problems. Signals might not get used in a way people can 
understand. It can also be hard to tell if they are working well or not. 

For example, the Lantern project has a list of “keywords used to groom”. But it can be 
hard to tell what is and isn’t grooming. That means businesses using the keywords list 
might put a signal on livestreams that did nothing wrong. 

To Start
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Different livestreaming businesses might have trouble understanding how to use signals. 
Training a computer program to use signals might mean ending up with false positives. 
Training human workers or other livestreamers to use signals can also be difficult. That 
makes it harder for people to know if signals work well or not. 

Using signals can affect someone’s privacy. In Europe, human rights groups are already 
fighting to stop trust and safety tools that use signals. One member of government in 
Germany filed a lawsuit about this. He said that Facebook Messenger was using the 
“keywords used to groom” list to look at people’s private messages. 

The European Commission has talked a lot about stopping CSEA. They talked about 
tools they could use to stop grooming. But some people think it is too hard to stop 
grooming online. They think trying to stop grooming online would take away other 
people’s rights and privacy. They don’t want their private messages being read by a 
computer program. 

Signals can be a problem in places besides livestreams. Signals gets used on many 
websites and apps that use accounts. Signals can lead to someone being kicked off a 
website or app. Signals can even lead to someone getting sued or arrested. 

For example: In the US, there is a law called the REPORT Act. The REPORT act says 
that businesses that run websites and apps must report CSEA. The REPORT act says 
that an adult trying to get a child to have sex counts as CSEA. 

But it’s harder for a computer program to tell what counts as “an adult trying to 
get a child to have sex.” Certain song lyrics talk about having sex and use the word 
“baby”. Or, two teens could be talking to each other in a sexual way. This leads to more 
accounts getting signals that they might be sharing CSAM. If signals don’t get used the 
right way, they will end up with many false positives like this.

Livestreaming businesses sometimes share signals with each other. That’s why it’s even 
more important that signals get made the right way. If one bad signal gets used in one 
place, many other places could start using it. And because everyone is using that signal, 
it gets harder to tell if the signal is doing anything wrong. 

Signals could end up hurting people who didn’t do anything wrong. 

For example: Abel’s S account gets hacked. Someone uses Abel’s account to livestream 
CSAM. Then, S ban’s Abel’s account. They put a signal on Abel’s account. The signal 
makes it so Abel can never sign up for another livestreaming service again. 

Livestreaming businesses need to think about what to do if things like this happen. 
They need to have ways for people to talk to a human worker about their livestreaming 
accounts. They need to have humans look at the accounts with signals and make sure 
everything is right.
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When livestreaming businesses share signals, that can be an even bigger problem for 
people’s privacy. There could be enough information in the signals for a stranger to 
figure out who someone is. This would be really bad if this information ended up in the 
wrong hands. 

Livestreaming businesses use different ways to stop false positives from happening. But 
they do still happen. And someone might not even know they have a signal on their 
accounts until it becomes a problem. 

Some livestreaming businesses let people try to get their account back if it was banned. 
These businesses talked to a lot of different accounts that got banned because of 
signals. They found out that the signals were flagging many accounts that did nothing 
wrong. The computer programs that made the signals were being too strict about what 
counted as dangerous. That’s why it is very important livestreamers have a way to ask 
for their account back. Livestreaming businesses should also think about more ways to 
protect people’s rights while using signals. 

To Start
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Wrapping it Up L ivestreaming businesses have gotten a lot of pressure from people 
trying to stop CSEA. These businesses are working to stop CSEA 
happening on their livestreams. There are lots of different ways 
livestreaming services try to stop CSEA in livestreaming. The 

ways these services try to do this are still changing every day. 

There hasn’t been a lot of research about the best trust and safety 
practices to stop CSEA in livestreams. But this is a very important 
topic to help keep children safe around the world. And more and more 
businesses are making trust and safety tools to try and stop CSEA in 
livestreaming. 

CSEA online in general is a big topic in the world right now. Lawmakers 
in different countries are trying to make more laws about online CSEA. 
Some of these laws try to stop children from going online. Other laws 
say that websites need to change to be a safer place for children.

Other groups have been trying to make laws about different websites. 
For example, some people want to make laws just for websites with adult 
sexual materials. These laws might make people show their ID before 
getting into an adult website. Or, they might make people do something 
else to show who they are. This shows that adults also get affected by 
laws about CSEA. 

To make better tools to stop CSEA in livestreams, different groups will 
have to work together. Some of these groups are:

• Livestreaming businesses
• Businesses that make trust and safety tools
• Everyday people and livestreamers
• Experts about livestreaming, computer programs, human 

rights, and/or CSEA
• Researchers of livestreaming, computer programs, human 

rights, and/or CSEA 

People from all these groups should get to test different trust and safety 
tools. This helps make sure these tools work well for everyone.

Here are some things we think livestreaming businesses should do. 
These things will help more people understand the trust and safety tools 
that can stop CSEA in livestreams. They will also help businesses make 
better tools to stop CSEA.
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Livestreaming businesses need to show how 
their trust and safety tools work. 

Livestreaming businesses don’t have to share information about the trust and safety 
tools. That is why we don’t have as much research about this topic. And it is why we 
don’t know how well these tools work. 

Livestreaming businesses don’t have a good reason to share their information. If they 
share that their trust and safety tool isn’t working well, it would make the business look 
bad. That is why we need to make rules about how livestreaming businesses should 
check their trust and safety tools. For example, a rule could say that businesses must 
show how they trained their computer programs. A rule like this would help people 
learn more about predictive modeling. 

We think that anyone who wants to learn about these tools should be able to. But we 
also understand that it can be dangerous for everyone to know how these tools work. 
We think that the people who most need to know how these tools work are:

• People who work in livestreaming
• People who work in government
• People who do work to keep children safe 

These groups should get the chance to research and learn about different trust and 
safety tools. A lot of research about trust and safety tools happens privately. The 
research doesn’t get shared with everyday people. We only learned about some of this 
private research while writing this report. That shows how hard it is for people to learn 
about trust and safety tools. It is important that this changes.

Livestreaming businesses need to say when 
their trust and safety tools don’t work. 
Livestreaming businesses should always have 
humans look at what computers do.

All trust and safety tools have their limits. There are certain things they can’t do. 
Livestreaming businesses can’t rely just on trust and safety tools. The best work 
happens when humans work with trust and safety tools. For example, a predictive 
model can pick out certain livestreams that might have CSEA. But then a human 
would look over the livestream to make sure. This helps humans work faster, and helps 
predictive models get less wrong. 

Wrapping it Up
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Livestreaming businesses should hire humans to make sure their trust and safety tools 
are fair. Humans can make sure these tools don’t unfairly target one group of people, 
like people of color. Livestreaming businesses should always pay their workers well. 
Since these workers may end up seeing CSAM, it is a difficult job to do. These workers 
should get the training and support they need to do the job.

Livestreaming businesses should make trust and safety tools that work for everyone. 
They should let people, even children, protect themselves online.

Many trust and safety tools are just for livestreaming businesses to use. But trust 
and safety tools could get used by everyday people on livestreaming services. Giving 
livestreamers the power to use these tools could help make livestreaming safer. 

For example, a livestreaming service could have ways for people to report other 
accounts. Adults could report accounts that they see sharing CSAM. This could even 
help children report if someone on a livestream tries to groom them. 

If livestreaming businesses let people report accounts, they should make sure people can 
see what happens to the report. The person who made the report should know what 
the livestreaming business is doing about it. 

Many different groups of people should be a part 
of trying to stop CSEA in livestreaming.

A lot of work needs to get done to make sure trust and safety tools do the right things. 
And stopping CSEA in livestreaming is a big deal. Lots of groups need to work together 
to try and stop this problem. 

Groups like the Tech Coalition are working on this topic. But other groups should 
be a part of the conversation, too. Livestreaming businesses should talk to child safety 
groups and the government. When only one group works on something, we miss out 
on important things.

We know that rules and tools come out better when groups work together. Different 
groups have already worked together to try and stop terrorist videos online. Different 
groups can work together to:

• Help design livestreaming services to keep people safer, such as by adding 
ways to check someone’s age;

• Make predictive models;
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• Help check trust and safety tools to make sure they work;
• Write up reports to show everyday people how trust and safety tools work;
• Look at different signals and come up with new or better. 

For example, The Tech Coalition’s Lantern project talked with human rights groups. 
They wrote a report about how their trust and safety tools might affect human rights. 
Livestreaming businesses should follow this example. 

Livestreaming services are getting bigger and bigger. That’s why it is important to talk 
more about stopping CSEA in livestreams. This problem affects children, families, and 
communities. Many people in the government have also talked about this problem. So 
livestreaming businesses need to work on fixing this problem.

Wrapping it Up
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Last Words L ots of new trust and safety tools are being made to stop CSEA 
in livestreams. Businesses say these tools will stop CSEA in 
livestreaming. But it is hard to tell whether these tools are 
doing what they say they will do. If trust and safety tools don’t 

work well, people might not want to use livestreaming services. The 
government might end up trying to shut these services down.

That’s why it’s important to make better trust and safety tools. And 
livestreaming businesses need to show how their trust and safety tools 
work. Different groups of people who care need to work together 
to make livestreaming safe for everyone. We can only stop CSEA in 
livestreaming with the right people and the right tools.
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