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5Lost in Translation

Executive 
Summary T he internet is the primary source of information, economic 

opportunity, and community for many around the world. 
However, the automated systems that increasingly mediate our 
interactions online — such as chatbots, content moderation 

systems, and search engines — are primarily designed for and work far 
more effectively in English than in the world’s other 7,000 languages.

In recent years, large language models have become the dominant 
approach for building AI systems to analyze and generate language 
online, but again, they have been built primarily for the English 
language. A large language model (e.g., Open AI’s GPT-4, Meta’s 
LLaMa, Google’s PaLM) is a machine learning algorithm that scans 
enormous volumes of text to learn which words and sentences 
frequently appear near one another and in what context. Large language 
models can be adapted to perform a wide range of tasks across different 
domains. They are most known for being used to build chatbots, 
such as ChatGPT, but researchers and technology companies also 
use them for content analysis tasks, such as sentiment analysis, text 
summarization, and hate speech detection. Google, Meta, Microsoft, 
and other companies have already incorporated large language models 
into their core product functions, such as content moderation and 
search. Other vendors soon may incorporate them into automated 
decision-making systems, such as resume scanners.

Recently though, researchers and technology companies have attempted 
to extend the capabilities of large language models into languages other 
than English by building what are called multilingual language models. 
Instead of being trained on text from only one language, multilingual 
language models are trained on text from dozens or hundreds of 
languages at once. Researchers posit that multilingual language models 
infer connections between languages, allowing them to apply word 
associations and underlying grammatical rules learned from languages 
with more text data available to train on (in particular English) to 
those with less. In some applications, multilingual language models 
outperform models trained on only one language — for instance, a 
model trained on lots of text from lots of languages, including Hindi, 
might perform better in Hindi contexts than a model just trained on 
Hindi text.

Multilingual language models give technology companies a way to scale 
their AI systems to many languages at once, and some have already 
begun to integrate them into their products. Online service providers 
in particular have deployed multilingual language models to moderate 
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content: Meta uses a multilingual language model to detect harmful content on its 
platforms in over 100 languages; Alphabet’s Perspective API uses one to detect toxic 
content in eighteen different languages; Bumble uses one to detect and take action on 
unwanted sexual messages around the world.

Multilingual language models allow technologists to attempt to build models in languages 
for which they otherwise might not have enough digitized text. Languages vary widely 
in resourcedness, or the volume, quality, and diversity of text data they have available to 
train language models on. English is the highest resourced language by multiple orders of 
magnitude, but Spanish, Chinese, German, and a handful of other languages are sufficiently 
high resource enough to build language models in. Medium resource languages, with fewer 
but still high-quality data sets, such as Russian, Hebrew, and Vietnamese, and low resource 
languages, with almost no training data sets, such as Amharic, Cherokee, and Haitian 
Creole, have too little text for training their own large language models. Language data in 
low resource languages is also often of particularly poor quality: either it is mistranslated or 
even nonsensical language scraped from the internet, or is limited to sources with narrow 
domains, such as religious texts and Wikipedia. This gap in data availability between 
languages is known as the resourcedness gap.

Multilingual language models are designed to address these gaps in data availability by 
inferring semantic and grammatical connections between higher- and lower-resource 
languages, allowing the former to bootstrap the latter. However, this architecture 
raises its own concerns. Multilingual language models are still usually trained 
disproportionately on English language text and thus end up transferring values and 
assumptions encoded in English into other language contexts where they may not 
belong. For example, a multilingual model might associate the word “dove” in all 
languages with “peace” even though the Basque word for dove (“uso”) can be an insult. 
The disparity in available data also means multilingual language models work far better 
in higher resource languages and languages similar to them than lower resource ones. 
Model developers will sometimes try to fill in these gaps with machine-translated text, 
but translation errors may further compound language misrepresentation. And when 
multilingual language models do fail, their unintuitive connections between languages 
can make those problems harder to identify, diagnose, and fix.

Large language models’ general use in content analysis raises further concerns. 
Computational linguists argue that large language models are limited in their capacity 
to analyze forms of expression not included in their training data, meaning they may 
struggle to perform in new contexts. They may also reproduce any biases present in 
their training data. Often, this text is scraped from the internet, meaning that large 
language models may encode and reinforce dominant views expressed online.
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  Companies, researchers, and governments each have a role to play in protecting the 
public from the potential dangers of multilingual language model content analysis 
systems. To ensure better public accountability, companies that deploy large language 
models should always be transparent about how they use them and in which languages. 
Companies should deploy language models with narrow remits and adequate channels 
for human review.

Researchers and research funders meanwhile should invest in efforts to improve the 
use and performance of language models in languages other than English, in particular, 
to reduce failures that disparately impact speakers of lower-resourced languages. The 
best way to do this is by supporting language-specific research communities, who can 
promote the virtuous cycle of collecting data, curating datasets, training language 
models, publishing, and building applications. Local language speakers and context 
experts need to be part of each step of this process and also be curating the data and 
assessing the language models deployed by large, global online services.

Finally, governments need to be careful about how they use or encourage the use of 
large language models. Large language models should never power systems used to make 
high-stakes decisions without oversight, such as decisions about immigration status or 
healthcare, nor should governments mandate or inadvertently require by law the use of 
large language model-powered systems to moderate content from online services. Instead, 
governments should convene different stakeholders to align on what norms and guardrails 
should be around developing and deploying large language models.

Large language models in general and multilingual language models in particular 
have the potential to create new economic opportunities and improve the web for 
all. However, mis- or over-application of these technologies poses real threats to 
individuals’ rights, such as undermining their right to free expression by inaccurately 
taking down a person’s post on social media or their right to be free of discrimination 
by misinterpreting an individual’s job or visa application. Multilingual language 
models specifically can inadvertently further entrench the Anglocentrism they are 
intended to address. In light of these limitations, technology companies, researchers, 
and governments must consider potential human and civil rights risks when studying, 
procuring, developing, or using multilingual language models to power systems, in 
particular when they are used to make critical information available or play a role 
in decisions affecting people’s access to economic opportunities, liberty, or other 
important interests or rights.

Executive Summary



Lost in Translation

CDT Research

8

Introduction D espite the modern internet’s power to mobilize and connect 
people around the world, the web still does not reflect the 
linguistic diversity of its users. In particular, the automated 
systems that increasingly mediate our interactions online — 

such as chatbots, search engines, and content moderation systems — 
are built using and perform far better on English-language text than 
the world’s other 7,000 languages (Kornai, 2013; Sengupta, 2022). 
Individuals speaking languages other than English face barriers to 
expressing themselves freely online and may face greater challenges 
when it comes to accessing critical information, public services, and 
even asylum and safety (Torbati, 2019).

In the last few years, however, there have been rapid advancements in 
developing machine learning tools that can analyze content in a wide 
variety of languages and across different domains. Large language 
models, machine learning tools trained on enormous amounts of text 
to recognize patterns in language, power many of these systems. Large 
language models already underlie translation apps, search autocomplete, 
and chatbots such as ChatGPT. They are known for being adaptable to 
many different language tasks, and today, researchers and technologists 
are constantly on the lookout for new applications and contexts 
in which to deploy them. Since the late 2010s, major U.S.-based 
technology companies have mostly invested in building large language 
models that work primarily for English, such as Open AI’s GPT-4, 
Meta’s LLaMa, and Google’s PaLM.

Recently, companies and researchers have begun building and researching 
multilingual language models, large language models trained on text 
data from several different languages at once. Meta’s XLM-RoBERTa 
(XLM-R) for instance is trained on text from 100 languages (Meta AI, 
2019) at once. Google’s mBERT, a multilingual version of its popular 
BERT model, is trained on 104 languages. Researchers claim that these 
models extend the multifaceted capabilities of large language models to 
languages other than English, even to languages for which there is little or 
no text data for the model to learn from (Artetxe & Schwenk, 2019; Wu 
& Dredze, 2019).

Technology companies have their own interests in improving how 
well large language models work in different languages. Some may 
want to make their products available in multiple languages to gain a 
competitive edge in emerging and populous markets. Online services 

https://journals.plos.org/plosone/article?id=10.1371/journal.pone.0077056
https://whoseknowledge.org/stil-report-launch/
https://www.propublica.org/article/google-says-google-translate-cant-replace-human-translators-immigration-officials-have-used-it-to-vet-refugees
https://ai.facebook.com/blog/-xlm-r-state-of-the-art-cross-lingual-understanding-through-self-supervision/
https://ai.facebook.com/blog/-xlm-r-state-of-the-art-cross-lingual-understanding-through-self-supervision/
https://doi.org/10.1162/tacl_a_00288
https://doi.org/10.18653/v1/D19-1077
https://doi.org/10.18653/v1/D19-1077
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that host user-generated content may especially be interested in using multilingual 
language models to detect and take action on hate speech, disinformation, and other 
content that violates their policies or the law (Dulhanty et al., 2019). This is top of 
mind for services after facing criticism for not taking more aggressive action against 
content that incited violence and genocide in Ethiopia, Nigeria, and Myanmar, among 
others. Services have begun to deploy multilingual language models into their content 
moderation systems: Meta claims their XLM-R model can detect harmful content 
in all 100 languages it is trained on (Meta AI, 2021); Alphabet’s Perspective API uses 
a large language model to detect toxic content in eighteen different languages (Lees 
et al., 2022); Bumble uses one to detect rude and abusive messages in at least fifteen 
languages (Belloni, 2021). Technology companies are also repurposing these models to 
make health care information available and soon may reach into other domains as well 
(Lunden, 2023).

In the future, governments could also seek to use automated systems built using 
large language models to make information available, answer questions in languages 
spoken by their constituents (in the form of chatbots), or, more dangerously, analyze 
information to make critical decisions such as benefits allocation or refugee status 
determinations (Kinchin & Mougouei, 2022).

Still, studies show that even multilingual language models struggle to deal with the 
wide disparities between different languages in how much text data they have available 
to train and test language models. English has, by multiple orders of magnitude, more 
text data available than any other language and commands most of the attention of the 
natural language processing research community. The abundance of English language 
data stems from its position as the official or de facto language of international business, 
politics, and media, itself a legacy of British colonialism and American neocolonialism 
and the subsequent erasure of regional and indigenous languages. American technology 
companies have further entrenched English as the predominant language of the internet 
by rolling out early standards, coding languages, and social media platforms in English 
long before other languages.

The hegemony of English data means that most large language models, even 
multilingual ones, are built predominantly using Standard English language text and 
work best in Standard English language contexts. Spanish, Chinese, Arabic, and a few 
other “high resource” languages also have significant amounts of text data available, but 
many “medium resource” languages, such as Hindi and Portuguese, and “low resource” 
languages, such as Haitian Creole and Swahili, have hardly any data available at all, and 
multilingual language models perform much worse in those languages. This skewed 
emphasis fails to reflect the diversity of languages spoken by the world’s internet users 
and further perpetuates the dominance of the English language.

Introduction

http://arxiv.org/abs/1911.11951
https://ai.facebook.com/blog/harmful-content-can-evolve-quickly-our-new-ai-system-adapts-to-tackle-it/
https://doi.org/10.1145/3534678.3539147
https://doi.org/10.1145/3534678.3539147
https://medium.com/bumble-tech/multilingual-message-content-moderation-at-scale-ddd0da1e23ed
https://techcrunch.com/2023/03/14/nabla-a-french-digital-health-startup-launches-copilot-using-gpt-3-to-turn-patient-conversations-into-actionable-items/
https://doi.org/10.1093/ijrl/eeac040
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Despite being deployed in real-world systems, multilingual language models have largely 
been absent from public discourse, particularly about digital rights and public policy, 
and have instead been relegated to computer science academia and tech company public 
relations. This paper seeks to address this gap by offering several resources to bolster 
policy discussions. Part I provides a simple technical explanation of how large language 
models work in general, why there is a gap in available data between English and other 
languages, and how multilingual language models attempt to bridge that gap. Part II 
accounts for the challenges of doing content analysis with large language models in 
general and multilingual language models in particular, namely:

1. Multilingual language models often rely on machine-translated text that can 
contain errors or terms native language speakers don’t actually use. 

2. When multilingual language models fail, their problems are hard to identify, 
diagnose, and fix.

3. Multilingual language models do not and cannot work equally well in all languages.

4. Multilingual language models fail to account for the contexts of local language 
speakers.

Finally, Part III provides recommendations for companies, researchers, and 
policymakers to keep in mind when considering studying, developing, and deploying 
large and multilingual language models to do content analysis. These recommendations 
offer guidance concerning when large language models should or should not be 
deployed, how to improve their performance in non-English languages, and how to 
ensure better accountability and transparency to local language stakeholders.

Before proceeding, two notes on the terminology used in this primer. First, this paper 
focuses specifically on one category of applications for large language models: content 
analysis, or, the inference and extraction of information, themes, and concepts from 
text. The Center for Democracy & Technology (CDT) has written many times about 
the limitations of automated content analysis systems (Duarte et al., 2017; Shenkman 
et al., 2021) and the civil liberty risks they can pose, particularly in areas such as content 
moderation, student activity monitoring, hiring and more (Grant-Chapman et al., 
2021; Nicholas, 2022; Vallee & Duarte, 2019). Large language models are already deeply 
integrated into many of these technical systems, particularly content moderation, and will 
soon become part of many more. Public discourse about large language models has so far 
disproportionately focused on text generation, an important area but not the only one. 
Many of the shortcomings of large language models presented in this report also apply 
to text generation. As such, this report can be read as a primer on some of the limits of 
generative AI systems as well. However, we choose to focus on content analysis for this 
report because of the potential dangers associated with using these models to host and 
make information available and the impacts on free expression rights.

https://cdt.org/wp-content/uploads/2017/11/2017-11-13-Mixed-Messages-Paper.pdf
https://cdt.org/insights/do-you-see-what-i-see-capabilities-and-limits-of-automated-multimedia-content-analysis/
https://cdt.org/insights/do-you-see-what-i-see-capabilities-and-limits-of-automated-multimedia-content-analysis/
https://cdt.org/insights/student-activity-monitoring-software-research-insights-and-recommendations/
https://cdt.org/insights/student-activity-monitoring-software-research-insights-and-recommendations/
https://cdt.org/wp-content/uploads/2022/04/remediated-final-shadowbanning-final-050322-upd-ref.pdf
https://cdt.org/insights/algorithmic-systems-in-education-incorporating-equity-and-fairness-when-using-student-data/
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Second, this paper focuses on how multilingual language models perform in languages 
other than English. We use the shorthand of “non-English languages” for easy reading 
and because it is the terminology used in the machine learning and policy literature. 
We recognize the irony that this term centers the English language and misleadingly 
implies all other languages are a monolith. Where possible, we elaborate upon the types 
of languages we are writing about and make distinct references to specific languages and 
cultural contexts that will elude models trained primarily in English. In some instances, 
we think the term “non-English” captures the sheer Anglocentrism of many of these 
models well by articulating the limited scope in which they are trained and tested.

Introduction
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I. Background A. How Large Language Models Work

Natural language processing (NLP) is a subfield of artificial intelligence 
and linguistics concerned with building computer systems that can 
process and analyze language. NLP underlies many technologies we 
encounter every day — spellcheck, voice assistants like Siri or Alexa, 
resume scanners, language translators, and automated hate speech 
detection tools, to name a few. Until only a few years ago, when 
technologists wanted to teach a computer to perform a given NLP task, 
they would build a system specifically tailored to that task. To create a 
spam detection system for instance, a technologist might gather many 
emails, mark which ones are and are not spam, use some of those emails to 
train an algorithm and use others to test how well that algorithm works.

Today though, the field has fundamentally reoriented itself around 
repurposing large language models to solve nearly every problem. 
A language model is a mathematical function trained to solve a text 
prediction task like the following, “Given a sequence of words, predict 
what word will likely come next.” For example, a language model might be 
given the phrase “I was a bad student, I used to skip ____,” and generate 
as an output that there is a high percent chance the missing word is 
“class,” a low percent it is “rope,” and a near zero percent it is “clamoring.”

The distribution of language that the model learns in the process can 
easily be repurposed to many different language tasks. The most often 
discussed application is text generation: conversational agents like 
ChatGPT can repurpose this text prediction task to answer questions, 
summarize text, and generate overall “human”-sounding speech. 
However, chatbots are just one application of large language models. 
Once a large language model is built, it can be further trained on a 
smaller dataset to improve its performance in a specific task, a process 
called fine-tuning. Today, for example, a developer building a spam 
detection system might take a general large language model already 
built by someone else — say Google’s BERT — and fine-tune it to the 
specific task of spam detection using a handful of emails already labeled 
spam or not spam. By building it on top of a language model, the spam 
detection system will do a better job of detecting spam that doesn’t 
perfectly match the language available in the email dataset.

Language models are not new. Computational linguists have used 
statistical models to try to infer rules about language since the 1980s 
(Nadkarni et al., 2011) and have used “neural networks” (an algorithm 
loosely modeled on how neurons connect in the brain) to do so since 
the early 2010s (Mikolov et al., 2013). What is new though is their 

https://doi.org/10.1136/amiajnl-2011-000464
https://research.google/pubs/pub41224/
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largeness. Early language models could not be trained on as much data, since they had 
to read text in sequence, a process that could not be sped up by using more computing 
power. These early language models struggled to analyze words within the broader 
context of a sentence or document: for instance, one fine-tuned to detect suicidal 
ideation might have difficulty distinguishing between expressions of self-harm (“I 
just wish I was dead”) and humor (“omg I’m dead”). But in 2017, Google researchers 
released a paper on a new architecture called transformers, which allowed language 
models to train on lots of data at the same time, in parallel rather than in sequence 
(Vaswani et al., 2017). These transformer-based language models could ingest so much 
data simultaneously that they could learn associations between entire sequences of 
words, not just individual words. Instead of being shown just {“dead”}, the model 
would see a word in its entire context, {“dead”, [“omg”, “I’m”, “_____”]}, thus creating 
a much richer representation of language. Today, the only limit on the size of a language 
model — how much data it ingests and how many connections it makes between 
different sequences of words (i.e. parameters) — is how much data one can find and 
how much developers are willing to spend on processing power.

The output a language model produces is called a representation space, a map of the 
sequences of words that commonly appear near one another in the training text. For 
example, the phrases “It’s so cold outside!” and “I better wear a jacket” may be near one 
another in a language model’s representation space, since those sentences often appear 
close to one another in writing. This kind of proximity can lead to language models 
inferring patterns within language that can then help them conduct tasks that it is not 
explicitly trained in. In this case, sentences about cold weather being mapped near each 
other mean the large language model could be trained to detect whether a given phrase 
is about temperature.

With enough data, a large language model may have such a rich and multifaceted 
representation of a language that it can learn to do new tasks with only a few, or even 
zero examples to fine-tune on. For instance, the spam detection system described earlier 
could be built with little to no spam to fine-tune on. This capability is called “few-shot” 
or “zero-shot learning” and is one of the greatest promises of large language models, so 
much so that the original GPT-3 white paper is entitled “Language Models are Few-
Shot Learners” (Brown et al., 2020).

Importantly though, large language models only learn the distribution of language, not 
its meaning (Bender & Koller, 2020). In the previous “cold” example, the model has not 
learned that when one is cold, one puts on a jacket or anything about the deeper meanings 
of “cold” and “jacket,” only that the words often appear near one another. If one of the 
documents a large language model trains on is a humorous blogpost about the best shorts 
to wear in cold temperatures, the model could just as easily learn that “shorts” and “cold” 
are related. Similarly, if a model is trained only on very formal language data, it may never 
learn that “nippy” or “brick” (New York City slang) can refer to cold as well.

I. Background

https://doi.org/10.48550/arXiv.1706.03762
https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://doi.org/10.18653/v1/2020.acl-main.463
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Technologists often try to address these shortcomings by training language models 
on more and more data. If a model is exposed to more data, the idea is that it will be 
familiar with more contexts, and outliers like the ironic cold-weather shorts blogpost 
will be outweighed by more representative data. This has led to ballooning in the size 
of large language models. BERT, a popular open-source model built by Google in 
2018, was trained on 800 million words from free books and 2.5 billion words from 
English Wikipedia (Devlin et al., 2019). Two years later, OpenAI released its closed 
source GPT-3, which was trained on half a trillion mostly-English words crawled from 
the internet (Brown et al., 2020). Google’s PaLM, released in 2022, trained on 780 
billion words, mostly from English-language websites and social media conversations 
(Chowdhery et al., 2022). As models have grown in size, so have the computation costs 
of training them. While BERT costs a few thousand dollars in computing power to 
train from scratch and is often trained by academics to build new topic- or language-
specific models (Izsak et al., 2021), GPT-3 and PaLM-sized models cost millions or 
tens of millions of dollars to train (Sharir et al., 2020). Future models will only be 
more expensive, leaving only the most well-off companies able to afford to build them 
(Bommasani et al., 2021).

Figure 1. Language model 
representation space. A langauge model’s 
reprsentation space, collapsed into two 
dimensions. In reality, these models often 
have thousands or tens of thousands of 
dimensions.

Source: (Amer, 2022)
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When is 
Boxing Day?

What is the date 
of Boxing Day?

How many species 
of sharks are there?

How many species of the 
Great White shark are there?

It’s so cold 
outside!

I better wear 
a jacket.

https://doi.org/10.18653/v1/N19-1423
https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
http://arxiv.org/abs/2204.02311
https://doi.org/10.18653/v1/2021.emnlp-main.831
http://arxiv.org/abs/2004.08900
https://crfm.stanford.edu/assets/report.pdf
https://txt.cohere.ai/llm-use-cases-p2/
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Models are expensive to initially train, but once built, their representations are relatively 
cheap to use and be fine-tuned for different tasks. Thus, many technologists simply 
use pretrained large language models built by others (usually large companies, with the 
expertise and resources) instead of paying to create their own. The few big pretrained 
models that exist have thus become a sort of infrastructure, known as “foundation 
models” (Bommasani et al., 2021). This gives many technologists access to the state of 
the art capabilities, but it also creates a single point of failure for the sector as a whole: 
if a foundation model has a problem, it will persist across many applications. And these 
models are so large and complicated that even when they are open source, researchers 
cannot understand the underlying logic they use to come up with individual decisions.

Many of the largest and most advanced of these foundation models — such as 
OpenAI’s GPT-4, Google’s PaLM, and Meta’s LLaMa — are trained primarily on 
English language data. In the next section, we explore one reason why that may be: the 
resourcedness gap.

B. The Resourcedness Gap: Why the Largest 
Language Models are in English

English is the closest thing there is to a global lingua franca. It is the dominant language 
in science, popular culture, higher education, international politics, and global 
capitalism; it has the most total speakers and the third-most first-language speakers 
(Ethnologue, 2023b). It is the primary language spoken on the internet, accounting 
for 63.7% of websites, despite being spoken by only 16% of the world’s population 
(Richter, n.d.). This dominance does not stem from any sort of inherent linguistic 
superiority: rather it is the colonial and neocolonial legacy of nearly three hundred 
years of the preeminent global superpower speaking English — first Great Britain, 
then the United States. The British government prioritized the English language 
through official language policies to facilitate trade and in an attempt to “modernize” 
its colonies, and as British, and later American trade became globally dominant, so too 
did English (Corradi, 2017; Phillipson, 1992). Prioritization of the English language 
came at the expense of other regional and indigenous languages and accelerated 
language endangerment and economic marginalization, which still impedes digital 
investment into these languages worldwide (Rowe, 2022; S. Zhang et al., 2022). 
American companies continue to perpetuate the dominance of the English language in 
a new more insidious form, by making online services available to global users without 
comparable investment into the languages they speak (Amrute et al., 2022; Kupfer & 
Muyumba, 2022).
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As a result of these forces, English also dominates the field of natural language 
processing, and there is vastly more raw text data available in English than in any other 
language by orders of magnitude (Joshi et al., 2020). English has the most digitized 
books and patents, the largest Wikipedia, and the biggest internet presence. English is 
also by far the language paid the most attention by the global NLP research community. 
It is so hegemonic within the field that NLP papers about the English language 
typically do not even mention the language in the title or abstract (Bender, 2019). As 
Figure 2 shows, even among NLP papers that do mention a language in the abstract, 
English is mentioned over ten times as often as the next most mentioned language, 
German (ACL Rolling Review Dashboard, 2022).

This wealth of data and research makes it significantly easier to build large language 
models in English than in any other language. More raw text data, also known as 
unlabeled data, means more data for the model to be trained on; more research means 
that there are more datasets annotated with information, also known as labeled data, 
that can be used to test how well models complete different types of language tasks. 
This creates a virtuous cycle for English-language NLP — more labeled and unlabeled 
data leads to more research attention, which leads to increased demand for labeled and 
unlabeled data, and so on.

English is the prime example of a high resource language, a language for which a lot of 
high-quality data resources exist. Though it has the most data available of any language 
(English could be called an “extremely” high resource language), there are six other 
languages that could be considered high resource — the official UN languages list, 
minus Russian, plus Japanese (see Table 1). There are also a few dozen medium resource 
languages, such as Urdu, Italian, and Tagalog, with another one or two orders of 
magnitude less data, or about one hundredth or one-thousandth of available English data. 
The rest of the world’s 6,000 plus languages can be considered low resource or extremely 
low resource, with only small amounts of written text available (Joshi et al., 2020).

Resourcedness can vary within languages as well. Languages such as Arabic and Spanish 
differ so much between dialects that many are mutually incomprehensible, even if 
they mostly use the same written form. Languages can also have different sociolects, 
varying across different social groups, identity groups, and contexts (e.g. formal versus 
informal). Regional dialects and sociolects can vary in degrees of difference from 
having different vocabulary and grammatical structures (e.g. Australian English or 
African American English versus Standard American English) to make extensive use of 
borrowed words from other languages (e.g. Nigerian English, Indian English), to fully 
hybrid bilingual dialects (e.g. Spanglish, Hinglish). However, the available digitized 
text of language often doesn’t reflect the full spectrum of variation that exists within a 
language. (Bergman & Diab, 2022). Data scraped from the internet in particular over-
indexes Standard English spoken by younger people in developed countries (Luccioni 
& Viviano, 2021). Other languages have just as much dialectical diversity as English and 
also likely over-index on certain dialects.

Figure 2. Languages mentioned in 
paper abstracts. Top most mentioned 
languages in abstracts of papers published 
by the Association for Computational 
Linguistics, May 2022-January 2023.

Source: (Santy et al., 2023)
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processing, and there is vastly more raw text data available in English than in any other 
language by orders of magnitude (Joshi et al., 2020). English has the most digitized 
books and patents, the largest Wikipedia, and the biggest internet presence. English is 
also by far the language paid the most attention by the global NLP research community. 
It is so hegemonic within the field that NLP papers about the English language 
typically do not even mention the language in the title or abstract (Bender, 2019). As 
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This wealth of data and research makes it significantly easier to build large language 
models in English than in any other language. More raw text data, also known as 
unlabeled data, means more data for the model to be trained on; more research means 
that there are more datasets annotated with information, also known as labeled data, 
that can be used to test how well models complete different types of language tasks. 
This creates a virtuous cycle for English-language NLP — more labeled and unlabeled 
data leads to more research attention, which leads to increased demand for labeled and 
unlabeled data, and so on.

English is the prime example of a high resource language, a language for which a lot of 
high-quality data resources exist. Though it has the most data available of any language 
(English could be called an “extremely” high resource language), there are six other 
languages that could be considered high resource — the official UN languages list, 
minus Russian, plus Japanese (see Table 1). There are also a few dozen medium resource 
languages, such as Urdu, Italian, and Tagalog, with another one or two orders of 
magnitude less data, or about one hundredth or one-thousandth of available English data. 
The rest of the world’s 6,000 plus languages can be considered low resource or extremely 
low resource, with only small amounts of written text available (Joshi et al., 2020).

Resourcedness can vary within languages as well. Languages such as Arabic and Spanish 
differ so much between dialects that many are mutually incomprehensible, even if 
they mostly use the same written form. Languages can also have different sociolects, 
varying across different social groups, identity groups, and contexts (e.g. formal versus 
informal). Regional dialects and sociolects can vary in degrees of difference from 
having different vocabulary and grammatical structures (e.g. Australian English or 
African American English versus Standard American English) to make extensive use of 
borrowed words from other languages (e.g. Nigerian English, Indian English), to fully 
hybrid bilingual dialects (e.g. Spanglish, Hinglish). However, the available digitized 
text of language often doesn’t reflect the full spectrum of variation that exists within a 
language. (Bergman & Diab, 2022). Data scraped from the internet in particular over-
indexes Standard English spoken by younger people in developed countries (Luccioni 
& Viviano, 2021). Other languages have just as much dialectical diversity as English and 
also likely over-index on certain dialects.
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by the Association for Computational 
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Paper Abstracts

Languages with less data available also often have lower quality data available, either 
because it is mislabeled or otherwise not representative of how people actually speak 
the language. This is particularly true with web-crawled data, a key data source for 
large language models (Khan & Hanna, 2023). Non-English language data scraped 
from the internet is more often machine translated, scanned from an image, or both, 
and each of those processes introduces opportunities for error (Dodge et al., 2021). 
Low- and medium-resource language data on the internet is more often pornographic, 
nonsensical, or non-linguistic content (Kreutzer et al., 2022). It is also often labeled as 
the incorrect language – around 95% of the time for many low resource languages – 
because automatic language identification works much more poorly with insufficient 
data, thus creating a circular problem (Caswell et al., 2020). Languages with the worst 
quality web data are disproportionately those written in non-Latin scripts (e.g. Urdu, 
Japanese, Arabic) and those spoken in the Global South (e.g. African languages, 
minority languages in the Middle East, non-Mandarin Chinese languages) (Kreutzer et 
al., 2022).
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Low resource languages also tend to have data that comes from a less diverse set of 
sources. The clean data that does exist often comes from places such as Wikipedia, the 
Bible, and parliamentary proceedings, particularly in large language models that depend 
on drawing parallels between low and high resource languages (see III.B and III.C) 
(Nekoto et al., 2020). None of these data sources is representative of a language as a 
whole. For example, there is a significant gender gap when it comes to who contributes 
to Wikipedia, with studies finding that the percentage of women who edit Wikipedia 
articles remains “dismally low” (Callahan & Herring, 2011; Vitulli, 2018), and it 
doesn’t reflect a more casual style of speech. Some text on Wikipedia is also machine-
translated — Cebuano, Swedish, and Waray for instance are some of the Wikipedia 
languages with the most articles, but most are translated by the same bot (Lokhov, 
2021). The Bible is similarly its own unique domain, unrepresentative of language at 
large, but is overrepresented in the training data for non-English large language models. 
This can lead to errors in the tone and substance of language. For example, for a period 
of time, running a word repeated enough times through Google translate produced a 
religious-sounding text: the word “dog” pasted two dozen times and translated from 
Maori to English produced text about Jesus’ return at the end of days (Christian, 2018).

The resourcedness of a language is often out of sync with the number of speakers or 
internet users that language has. Hindi, Bengali, and Indonesian are medium-resource 
languages yet each has hundreds of millions of speakers (Joshi et al., 2020). Guaraní, 
an Indigenous language spoken by most of the ~7 million-person population of 
Paraguay, hardly has any data resources at all (Góngora et al., 2021). Fula, a language 
spoken by tens of millions of West Africans, also has few data sets (Nguer et al., 2020). 
Despite over 600 million internet users across the African continent, nearly all African 
languages remain low-resourced.

Table 1. Categories of  language 
resourcedness. Languages divided into 
different levels of resourcedness, according 
to labeled and unlabeled datasets available 
as of 2020.

Source: (Joshi et al., 2020)

Resourcedness Languages Number of Languages Number of Speakers

Extremely	High	Resource English 1 1.1B

High	Resource Arabic,	French,	Japanese,	German,	
Spanish,	Mandarin 6 2.7B

Medium	Resource
Dutch,	Vietnamese,	Korean,	
Portuguese,	Hindi,	Slovak,	Hebrew,	
Indonesian,	Afrikaans,	Bengali,	etc.

Dozens 2.7B

Low	Resource
Haitian	Creole,	Tigrinya,	Swahili,	
Bavarian,	Cherokee,	Zulu,	Burmese,	
Telugu,	Maltese,	Amharic,	etc.

Hundreds 0.5B

Extremely	Low	Resource Dahalo,	Warlpiri,	Popoloca,	
Wallisian,	Bora,	etc. Thousands 1.1B
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Many scholars have worked to try to close this resourcedness gap between high and low 
resource languages. Individual NLP communities have formed around many languages in 
order to kickstart and perpetuate the virtuous cycle of research attention and benchmark 
development, including collectives such as IndoNLP for languages spoken in Indonesia 
and Masakhane for African languages (Cahyawijaya et al., 2022; Nekoto et al., 2020; Orife 
et al., 2020), and conferences such as the Association for Computational Linguistics’ 
low resource language track, and AmericasNLP for indigenous languages (ACL, 2021; 
AmericasNLP, 2022; Masakhane, n.d.). Tech companies have also sought to expand the 
number of language models their models work in, in part by creating more data sets, 
including with projects like Facebook’s No Language Left Behind project and Google’s 
1000 Languages Initiative (NLLB Team et al., 2022; Vincent, 2022). DARPA even 
funded the Low Resource Languages for Emergent Incidents (LORELEI) program in 
2014 to improve translation about emergency incidents into low resource languages 
(Corvey, 2014). But the gaps between English, other high resource languages, and low 
resource languages remain large and are growing exponentially greater by the day, at least 
in terms of available, raw digitized data.

The response by the NLP community has not just been to collect more language 
data but also to employ technical tricks to help language models squeeze the most 
performance out of the little data they have. In the next section, we discuss the primary 
technical architecture developers use to do this: multilingual language models.

C. Multilingual Language Models: Efforts to 
Bridge the Resourcedness Gap

In English, most large language models are monolingual, meaning that they train mostly 
on data from one language. Researchers have also built monolingual models in non-
English languages: for instance, the architecture for Google’s BERT model — one of 
the most popular and cheapest to train — has been utilized for French (CamemBERT), 
Italian (AlBERTo), Arabic (AraBERT), Dutch (BERTje), Basque (BERTeus), Maltese 
(BERTu), and Swahili (SwahBERT), to name a few (Agerri et al., 2020; Antoun et al., 
2020; de Vries et al., 2019; G. Martin et al., 2022; L. Martin et al., 2020; Micallef et al., 
2022; Polignano et al., 2019). However, in general, these monolingual models perform 
worse in their respective languages than the best English models do in English because 
they don’t have as much data to train on.

This lack of data manifests in different ways depending on the specific task a model is 
fine-tuned to perform. Some language model capabilities — usually ones that depend 
on fact retrieval — improve linearly with size. For instance, the more data a language 
model is exposed to, the better it is at answering trivia questions or reformatting 
data (Srivastava et al., 2022). Other capabilities — usually ones with multiple steps 
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or components — exhibit a “breakthrough” behavior, where once a model reaches a 
certain size, it improves sharply at the task. For instance, language models typically are 
unable to write code or add three digit numbers until they train on a certain amount 
of data, at which point their performance improves dramatically (Ganguli et al., 2022). 
Low and extremely low resource languages often do not have enough data to train a 
large language model at all, but medium and even high resource languages may not 
have the hundreds of millions, or billions of words of text data necessary to achieve the 
breakthroughs that English can (Y. Zhang et al., 2021).

Besides technical limitations, companies may not be interested in deploying a different 
monolingual model for every language their product is available in for business reasons 
as well. Maintaining and debugging one large language model for each language 
introduces costs that scale per language introduced, introducing complexity and 
additional overhead costs. Companies that seek to expand into new global markets 
will likely try to keep their costs fixed by reusing as much infrastructure as possible, 
including language models.

Therefore, instead of using monolingual models to do NLP tasks in non-English 
languages, researchers and developers most often use multilingual language models, 
such as Google’s mBERT and Meta’s XLM-R, which are trained on texts from 
many different languages at once. Like their monolingual counterparts, multilingual 
language models are trained on a fill-in-the-blank task. However, by training on text 
from several different languages, multilingual language models can, at least in theory, 
infer connections between languages, acting as a sort of bridge between high and low 
resource languages, allowing the former to bootstrap the latter.

For instance, imagine that an Indian climate change researcher wants to use a language 
model to collect all Hindi-language tweets about the weather. A monolingual language 
model trained on just Hindi text may not have enough data to have seen the words 
“thaand” (“cold” in Hindi) and “shaal” or (“shawl” in Hindi) appear near one another 
in text, so it may miss that tweets to the effect of “Main Agast mein shaal pahanta 
hoon” (“I put a shawl on in August”) is a sentence about cold weather.1 A multilingual 
model, trained on data from English, Hindi, and many other languages may have seen 
text where “thaand” appears near “cold,” “shaal” appears near “shawl,” and “cold” 
appears near “shawl,” thereby allowing the model to infer that “thaand” and “shaal” are 
interrelated terms.

Multilingual language models are usually not trained on equal volumes of data from 
each language: mBERT for instance is trained on 15.5 GB of English text but as little 
as 10 MB of Yoruba text (Wu & Dredze, 2020). Even BLOOM, a popular multilingual 
model by BigScience with a particular focus on language representation, has 30% of its 

1  Transliterated into Roman script for ease of reading for an English-language reader.

Figure 3. Monolingual vs multilingual 
language model representation 
space. A visualization of a monolingual 
and a multilingual langauge model’s 
representation space, collapsed into three 
dimensions.

Source: (Schwenk, 2019) 
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certain size, it improves sharply at the task. For instance, language models typically are 
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Low and extremely low resource languages often do not have enough data to train a 
large language model at all, but medium and even high resource languages may not 
have the hundreds of millions, or billions of words of text data necessary to achieve the 
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as well. Maintaining and debugging one large language model for each language 
introduces costs that scale per language introduced, introducing complexity and 
additional overhead costs. Companies that seek to expand into new global markets 
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such as Google’s mBERT and Meta’s XLM-R, which are trained on texts from 
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resource languages, allowing the former to bootstrap the latter.

For instance, imagine that an Indian climate change researcher wants to use a language 
model to collect all Hindi-language tweets about the weather. A monolingual language 
model trained on just Hindi text may not have enough data to have seen the words 
“thaand” (“cold” in Hindi) and “shaal” or (“shawl” in Hindi) appear near one another 
in text, so it may miss that tweets to the effect of “Main Agast mein shaal pahanta 
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text where “thaand” appears near “cold,” “shaal” appears near “shawl,” and “cold” 
appears near “shawl,” thereby allowing the model to infer that “thaand” and “shaal” are 
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each language: mBERT for instance is trained on 15.5 GB of English text but as little 
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training text in English (BigScience Workshop et al., 2023). In large part, this is because 
of the lack of available data in these languages, which come disproportionately from 
Wikipedia and religious texts, as discussed earlier (see Part I.C).

Just as a monolingual language model can be fine-tuned to work better on an individual 
task, a multilingual language model can be fine-tuned to work better in an individual 
language. Imagine for instance a developer who wants to use a multilingual language 
model to detect Indonesian election disinformation on social media. One way they 
could do it is by using an out-of-the-box multilingual model, such as BLOOM, and 
fine-tuning it by showing examples of false narratives circulated in Indonesian related 
to the local election. This likely would not work very well though, since BLOOM has 
only been exposed to a limited amount of data on Indonesian text — only 1.2% of its 
training data is in Indonesian (BigScience Workshop et al., 2023). Another better way 
to do it, if the developer has access to more Indonesian language data, would be first to 
fine-tune the model on additional Indonesian text (essentially, continuing to learn the 
fill-in-the-missing-word task, but this time just in Indonesian) and then further fine-
tuning it on the task election disinfo detection using that dataset.

Model developers though do not always have enough text data to sufficiently fine-
tune a multilingual model to work in a specific language. To make up for this, they 
often use imperfect machine-translated text. The two main methods of incorporating 
translated text are called translate-train or translate-test methods. With translate-train, 
a multilingual language model is fine-tuned on data that has been translated from 
(usually) English into a desired lower resource language (Conneau & Lample, 2019). 
With translate-test, a (usually) English monolingual language model is fine-tuned 
on data translated from the desired language into English, and all testing data gets 
translated into English as well (Artetxe, Labaka, et al., 2020).
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The	tree	is	green. The	tree	is	green.
El	árbol	es	verde.

Monolingual model

It	is	cold	today.

Multlingual model

I	put	on	a	shawl.

I	like	to	sing.	 I	like	to	sing.	
J’aime	chanter.	

Aaj	bohut	thaand	hai. Main	ek	shaal	pahanta	hoon.
I	put	on	a	shawl.It	is	cold	today.
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Imagine, for example, a developer building a language model to detect terrorist content 
in the Basque language with a handful of examples of terrorist content in Basque 
but not enough Basque text data to properly fine-tune a language model. With the 
translate-train approach, a developer would take a large volume of English text data, 
machine translate it into Basque, use that data to fine-tune a pretrained multilingual 
language model, and then further fine-tune it to the task of terrorist content detection 
using the native Basque data. With translate-test, a developer would fine-tune a 
pretrained English language model on data translated from Basque to English, and 
then further fine-tune it by translating the terrorist content data they have into English. 
Subsequently, to analyze Basque text, it would first have to be translated into English 
before being evaluated by the model. Reliance on translated data raises many concerns, 
as discussed in Part II.C.1.

However, translated texts can help multilingual language models learn connections 
between languages. By feeding a model parallel texts — for instance, explicitly 
informing it that “baahar bohut thand hai” and “It’s so cold outside” have the same 
meaning — it can better extrapolate other language parallels as well (e.g. NLLB Team et 
al., 2022; Reid & Artetxe, 2022). Multilingual language models can learn connections 
between languages without explicit labeling, instead inferring relationships between 
languages on its own through borrowed words, numbers, and URLs (Pires et al., 2019). 

In general, NLP researchers understand little about why it is that multilingual language 
models can be effectively fine-tuned to work in languages that they have relatively little 
data for (Conneau, Khandelwal, et al., 2020; Pires et al., 2019; Wu & Dredze, 2019). 
Some argue that it is because multilingual language models have inferred language-
agnostic concepts and universal rules that can be applied to any language (Artetxe, Ruder, 
et al., 2020; Chi et al., 2020; Conneau, Wu, et al., 2020; Tsvetkov et al., 2016). Others 
say that multilingual language models are just effective imitators (Bender et al., 2021; 
Lauscher et al., 2020). The debate is impossible to fully resolve because of the overall 
complexity and opacity of large language models, but so far evidence suggests that at 
best, the linguistic universals they learn are limited to narrow semantic and syntactic 
domains (Libovický et al., 2019; Wu & Dredze, 2019), such as learning plural/singular 
verb agreement across multiple languages (de Varda & Marelli, 2023). But even if a model 
can infer syntactic or semantic commonalities between languages, such inferences will 
not necessarily help it manage more complex, context-dependent tasks (Choi et al., 2021). 
For instance, in some languages, multilingual language models do no better than random 
guessing at detecting hate speech (Lin et al., 2022). As will be discussed in the next section, 
these are hardly the only limits of multilingual language models.
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II. Limitations of 
Language Models 
in English and Non-
English Contexts

T he press, technology companies, and social media are abuzz 
about the potential of large language models. In this section, 
however, we discuss the shortcomings of these models, 
particularly as they operate in non-English language contexts. 

In the first section, we discuss general concerns with building and 
deploying large language models. These concerns apply both to the 
English and non-English contexts. In the second section, we look at the 
problems more specifically raised by multilingual language models.

A. Concerns with Building and 
Deploying Large Language Models

1. LARGE LANGUAGE MODELS ARE BOUND BY 
LANGUAGE THEY HAVE SEEN BEFORE AND STRUGGLE 
TO PERFORM IN NEW CONTEXTS.

A large language model does not understand language; instead, it makes 
probabilistic inferences about text based on the distribution of language 
within the data it is trained on. Bender and Koller argue that this means 
language models are limited to contexts they have encountered before 
and struggle greatly in those they have not (2020). NLP researchers have 
already proven this is the case in generative AI by demonstrating several 
unintuitive outcomes: for instance, language models are better able to 
perform mathematical operations with numbers that appear frequently 
in written language (e.g., multiplying numbers by 24), than numbers 
that appear infrequently (e.g. multiplying numbers by 23) (Razeghi 
et al., 2022). Large language models may exhibit similar limitations in 
content analysis as well. For instance, if a large language model were 
used to analyze a candidate’s resume, it may struggle to account for 
lesser-known companies or newer skill sets without up-to-date, domain-
specific data to fine-tune on. These tasks are reliant on in-context 
knowledge and without domain-specific training, i.e. training an off-
the-shelf large language model with text relevant to the task at hand, 
these models are likely to perform poorly and their purported domain-
agnostic abilities should garner skepticism (Duarte et al., 2017). 
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2. LARGE LANGUAGE MODELS REPRODUCE THE BIASES, VALUES, 
AND HARMS OF THE DATA THEY TRAIN ON.

Large language models are built using vast quantities of text scraped from the internet 
and exhibit all the biases and limitations of their data source (Okerlund et al., 2022). 
Some commonly used datasets, such as Common Crawl, include large volumes of 
hate speech and sexually explicit content (Luccioni & Viviano, 2021). Other problems 
are more nefarious. For example, researchers found that when GPT-3 generated 
completions for the prompt “Two Muslims walked into a___,” 66% of completions 
included violent language, three times more than for other religious groups (Abid et 
al., 2021). Others have found similar entrenched biases against people with disabilities, 
for example inferring negative sentiment from sentences that include disability-related 
terms (Hutchinson et al., 2020).

Though technologists often try to pull out explicitly harmful data from training 
sets, models can still reify harms, such as referring to “women doctors” or calling 
undocumented immigrants “illegals” (Bender et al., 2021). Removing these instances 
of harmful data from training datasets, which are disproportionately outsourced 
to underpaid staff around the world, also imposes labor and psychological burdens 
(Williams et al., 2022). 

Even if datasets are rid of specific examples of harmful text, they will nonetheless 
contain values and assumptions that are encoded into the language we speak and the 
dominant perspectives that exist in many pieces of written text, particularly government 
documents or state-run media pieces that may make up the bulk of text available for 
low resource languages (Bender et al., 2021). Many machine learning researchers fail to 
consider these problems in their work — one study found that 98% of machine learning 
papers mention no negative potential of the technologies they are describing (Birhane 
et al., 2022). Yet the risks are very real: as Birhane & Prabhu put it, “Feeding AI systems 
on the world’s beauty, ugliness, and cruelty, but expecting it to reflect only the beauty 
is a fantasy” (2021). When these problems exist in any particularly popular foundation 
model, they proliferate across many different applications built on top of that model.

3. THE DATA LARGE LANGUAGE MODELS TRAIN ON RAISE 
COPYRIGHT AND PRIVACY CONCERNS.

Legal experts also raise concerns about copyright and ownership of text that make up 
the vast quantities of data that train and distinguish large models (Ebers et al., 2022; 
Okerlund et al., 2022). Getty Images has sued the creators of Stable Diffusion, an AI 
tool that creates images based on written prompts, claiming that the toolscraped Getty’s 
databases of proprietary images and photos without permission (Vincent, 2023a). Legal 
questions about ownership of text and whether scraping proprietary text is lawful (e.g., 
because it constitutes fair use) or not remain unanswered (Kublik, n.d.).
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Some datasets that large language models train on are likely to capture examples of 
language from sites such as social media, raising personal data privacy concerns. There 
is a high possibility that in gathering exchanges from social media networks, training 
datasets inadvertently contain private and even sensitive information, which increases 
the risk of models leaking details like names, phone numbers, or addresses from the data 
on which they’re trained (Carlini et al., 2021, 2023).

4. TRAINING LARGE LANGUAGE MODELS COULD HAVE A 
SIGNIFICANT ENVIRONMENTAL IMPACT.

Finally, there are increasing concerns about the environmental cost of producing large 
language models. Scholars and advocates have raised concerns about the environmental 
impact of training these models, particularly the largest ones with billions of 
parameters, due to their intense computation requirements (Crawford, 2021; Okerlund 
et al., 2022). There is preliminary research attempting to quantify the energy impacts 
of computation at this scale (Kaack et al., 2022), but some early estimates suggest that 
training a single BERT model, one that serves as the foundation for some multilingual 
language models, requires as much energy as a trans-American flight (Strubell et al., 
2019). Large language models, like GPT-3, require thousands of times more (Heikkilä, 
2022). Png writes that these costs may be concentrated in poorer countries, where 
server farms and raw materials required to build necessary infrastructure are often 
located (2022).

B. Limitations of Multilingual Language Models

1. MULTILINGUAL LANGUAGE MODELS OFTEN RELY ON MACHINE-
TRANSLATED TEXT THAT CAN CONTAIN ERRORS OR TERMS NATIVE 
LANGUAGE SPEAKERS DON’T ACTUALLY USE.

Incorporating machine-translated data into the training and fine-tuning of multilingual 
language models creates various opportunities for the model to malfunction. 
Multilingual language models that depend on translation may struggle to build 
accurate representations of words or concepts which have different connotations in 
different languages. For instance, in English, “dove” is a term associated with peace, but 
its equivalent in Basque, “uso,” is an emasculating insult. A translation-based cross-
lingual model that does not train on the word “uso” used in its native context could 
potentially fail to see it used in a call for violence since the English mapping is so closely 
associated with “peace.”
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Another issue is what NLP practitioners call the “translationese” problem (Yu et al., 
2022) — that is, machine-translated language materially differs from how human 
native speakers naturally use language (Bizzoni et al., 2020; Teich, 2003). In generative 
AI, translationese can result in mono- or multilingual language models simplifying 
or overcomplicating sentences, producing repeated words, using too common or too 
uncommon words, borrowing too much or too little from the original language, and 
other patterns of speech native speakers would not use (Volansky et al., 2015). These 
mistakes are not consistent between languages or systems, so it would be difficult for 
models to be able to systematically root them out, though some argue that it is possible 
(Yu et al., 2022).

The problems of machine translation spread beyond models that intentionally train on 
it. The web is filled with machine-translated text, and models that train on web-scraped 
data will inadvertently encounter a lot of it, particularly in low resource languages 
(Kreutzer et al., 2022). For instance, a lot of the Catalan data that exists on the web, 
particularly on websites using the .cat top-level domain, is translated using Google 
Translate, even on official government websites (Pym et al., 2022). Even benchmarks to 
test how well multilingual language models work in high and low resource languages are 
often translated from another language, leaving researchers with less of a sense of how 
well these models work on language as spoken by native speakers. For instance, OpenAI 
tested GPT-4’s capabilities in 26 languages, but using only benchmarks translated from 
English (OpenAI, 2023).

2. MULTILINGUAL LANGUAGE MODELS FAIL TO ACCOUNT FOR THE 
CONTEXTS OF LOCAL LANGUAGE SPEAKERS.

As discussed earlier, large language models only work well in contexts similar to 
contexts of the data they are trained on. A language model trained on legal texts, 
for instance, will perform much better on law-related tasks than medical tasks 
or interpreting the Quran (Koehn & Knowles, 2017). This poses a problem for 
multilingual language models, which, particularly in low resource languages, are trained 
on text that is translated from other language contexts or comes from a few distinctive 
contexts, such as Wikipedia and the Bible. Multilingual language models that are not 
trained on large volumes of text from native speakers of a given language will more 
often fail at tasks that require knowledge of an individual speaker’s local context, such 
as hate speech detection and resume scanning (Lin et al., 2022).

Imagine, for example, a multilingual language model fine-tuned to detect anti-
Muslim content in Assamese, a low-resource language with fifteen million speakers, 
predominantly in northeast India (Ethnologue, 2023a). Assamese and Bengali are both 
medium resource languages, so a multilingual model may draw connections between 
the two. However, anti-Muslim hate speech is very closely tied to historical events and 
the specific political conditions of Assam. For instance, the term “Bangladeshi Muslim,” 
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neutral in many other languages and contexts, is a hate speech dog whistle in Assamese 
because it casts Assamese Muslims as foreigners (a concept that is itself closely tied to the 
Indian government’s repatriation efforts) (Avaaz, 2019). A multilingual model neither 
trained on extensive native Assamese text nor explicitly trained by a language expert would 
likely not be able to capture this hyperlocal distinction.

Multilingual language models work by transferring between language contexts, but that 
transfer often means simply that the context of higher resource languages overwrites 
lower resource ones. Spanish, for instance, tends to use more adjectives and analogies 
describing extreme situations than English, so a sentiment detection algorithm that 
transfers linguistic properties over from English may mischaracterize Spanish text as 
having a stronger emotional valence than it would to a native speaker (Stadthagen-
Gonzalez et al., 2017). This structure transfer can also bring the biases of a source 
language into a target language (Savoldi et al., 2021). For instance, if a language without 
gender pronouns, such as Hungarian or Yoruba, is mapped onto a language with 
gendered third-person pronouns, such as English or French, the language model could 
force gender associations and biases of the gendered language onto the non-gendered 
one, as often occurs in translation (Prates et al., 2020) (see Figure 4).

Figure 4. Google Translate from 
Hungarian to English. A screenshot of 
Google Translate, circa 2020, showing how 
the multilingual language models project 
gender onto genderless languages.

Source: (Prates et al., 2020)
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3. MULTILINGUAL LANGUAGE MODELS DO NOT AND CANNOT WORK 
EQUALLY WELL IN ALL LANGUAGES.

Multilingual language models not only do not work equally well in all languages but 
they cannot, since the more languages a multilingual model is trained on, the less it 
can capture unique traits of any specific languages. This problem is called the curse 
of multilinguality (Lauscher et al., 2020). Large language model developers are thus 
forced to trade off performance between disparate languages; making a model work 
better in Hindi for example, may come at a cost to its performance in English. In 
practice, when technology companies must choose which languages to deprioritize 
within their multilingual language models, they may be incentivized to have them 
be languages where speakers tend to be less wealthy, have less political power, or live 
outside of the company’s priority markets, thus exacerbating the resourcedness gap they 
are designed to address.

In general, semantic and syntactic similarity to a high resource language protects 
from the curse of multilinguality (Eronen et al., 2023). For instance, Muller et al. 
tested mBERT on languages it had not explicitly trained on before and found that it 
worked better in Swiss German (related to German, a high resource language), than 
it did in Estonian (a Uralic language, like medium resource languages Hungarian and 
Finnish), than it does Uyghur (a Turkic language, distant from any high or medium 
resource language, with four alphabets) (2021). In general, multilingual language 
models struggle with languages written in non-Latin scripts (Pires et al., 2019; Ruder 
et al., 2021), language isolates (languages etymologically distinct from all other 
languages, such as Basque), and families of languages less connected to those of high 
resource languages. This threatens to create a poor-get-poorer dynamic for languages 
that are only similar to other low resource languages, as is the case with many widely 
spoken African languages including Swahili, Amharic, and Kabyle (Joshi et al., 2020). 
This dynamic further strengthens the post-colonial structural inequality discussed 
throughout this report.

Multilingual language models are also forced to trade off between languages in the 
vocabulary they use. Large language models train on the problem of predicting the next 
word in a sentence. If a model is trying to guess the word to fill in “Today I feel ___,” it 
will have a harder time doing so if it has to choose between ten million possible words 
from any language instead of just a few hundred thousand English words. The total 
number of words a language model has to choose from is called its vocabulary size. The 
larger a model’s vocabulary size, the more different possible words it can generate and 
recognize, but also the more computational resources it takes to train. Multilingual 
language models use all kinds of shortcuts to get their vocabulary size down. For instance, 
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they will often transliterate languages into Latin scripts or train the model to guess the 
next subword (e.g. breaking “tasks” into “ta” and “##sks”) or letter instead of the full 
word, thus collapsing the barrier between languages (Tay et al., 2022; C. Wang et al., 
2020). These shortcuts cut down on costs, but they also reduce a model’s ability to 
capture semantic relationships between words, thus degrading its performance overall.

Vocabulary is often decided by how frequently different words, subwords, and 
letters appear in a model’s training text, and since multilingual language models are 
trained mostly on English data, their vocabularies will skew towards English as well. 
A multilingual model may have a relatively obscure word like “riposte” in its English 
vocabulary, but be may missing common words in other high resource languages (e.g., 
“escritorio” in Spanish), common subwords in medium resource languages, (e.g., “tzv” 
in Hebrew), and entire letters in low resource languages (e.g., a character that appears in 
Tigrinya but not other Ge’ez-based scripts). This inferior representation makes models 
perform worse in a variety of tasks, and makes content analysis systems far easier to trick 
by doing things like changing white space, using typos, or in the case of toxic content 
detection, adding common, positive words like “love” (Gröndahl et al., 2018; Lees et al., 
2022).

4. WHEN MULTILINGUAL LANGUAGE MODELS FAIL, THEIR 
PROBLEMS ARE HARD TO IDENTIFY, DIAGNOSE, AND FIX.

NLP practitioners depend on benchmarks to determine both how well a language 
model performs at specific tasks and how close it is in general to achieving “natural 
language understanding” (Bender & Koller, 2020). This latter type of benchmarking 
is very difficult in all languages, since it is hard to generalize about a language model’s 
capabilities from only a handful of disparate tests (Raji et al., 2021). However, the 
challenges of both types of benchmarks are exacerbated in the multilingual context. 
The disparities in NLP research attention and labeled data between languages mean 
that there are far more benchmarks and tasks that can be used to test models in English 
than in other languages, particularly low resource ones. Models developed to operate in 
non-English contexts are still usually tested with benchmarks translated from English 
which, as discussed earlier, is often markedly different from the target language.

The alternative to translation is hiring people local to the contexts a model is being 
applied to and paying them to create data sets and develop benchmarks. This works 
particularly well for models built to do a specific task in a specific language (Nguyen, 
2020; Tattle, n.d.), but is very expensive and resource intensive to scale up for models 
meant to work in many languages and contexts. It also raises challenging questions 
for detecting bias in language models (Talat et al., 2022) and performing inherently 
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political tasks, such as content moderation. For instance, a social media company trying 
to create a dataset of inflammatory content posted in Bosnia and Herzegovina needs 
people who are experts in multiple ethnic conflicts and languages (Bosnian, Serbian, 
Montenegrin, and Macedonian) but also unbiased in those conflicts, all in a country 
that lacks media pluralism or a strong civil society sector (Article 19, 2022). Scaling this 
to every geopolitical problem discussed in all languages on a given online service is a 
daunting, if not impossible, task.

When problems with multilingual language models can be found, it is often difficult 
to determine why they are occurring. Large language models are already opaque, even 
to those who develop them — neural networks, the core technology underlying large 
language models, are known for being particularly obtuse and for representing language 
in a way that doesn’t map cleanly onto human-understandable concepts (Nicholas, 
2020). However, multilingual language models are particularly opaque because they 
make unintuitive, hard-to-trace connections between languages. Take for instance, 
this case from an NLP paper: the Google researchers behind the Perspective API, a 
model for detecting “toxic” content, found that their model flagged tweets that used 
the Italian word “sfiga” (which roughly translates to “bad luck”) as hate speech because 
two of the three examples included in the training dataset that contained the subword 
“sfiga” were labeled as hate speech (“sfigati” is an insult meaning “loser”) (Lees et 
al., 2020). If this were a multilingual model that had mapped Italian learnings onto 
Turkish analysis, perhaps sentences with the equivalent Turkish word for “unlucky” 
(“şanssız”) would also be flagged as hate speech. Even if researchers had access to all the 
data used to train that multilingual model, it would be extremely difficult to locate and 
fix this bug without knowing Italian or understanding how the model had mapped 
these relationships.
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III. Recommendations E fforts to improve language models’ performance in various 
languages and contexts are exciting, as they may boost 
connectivity and information exchange for billions of users 
around the world. However, language models are limited in their 

capabilities, and employing them too widely, without safeguards, or for 
the wrong kinds of tasks has the potential to raise civil liberties concerns 
and erect new barriers (Maundu, 2023). Unthinking deployment 
of large language models may impede peoples’ ability to access 
information, employment, and public benefits, with disparate impacts 
for individuals in the Global South where many of the low resource 
languages are spoken. We should be cautious about the rapid adoption 
of these technologies, especially as building blocks for other types of 
automation in high-stakes arenas like content moderation, employment 
software, and resource allocation.

In this section, we offer recommendations for companies, researchers, and 
governments to take into consideration as they build, study, and regulate 
large language models, particularly in non-English language contexts.

A. Companies

TECHNOLOGY COMPANIES SHOULD DISCLOSE WHEN, 
HOW, AND IN WHAT LANGUAGES THEY USE LARGE 
LANGUAGE MODELS.

To better understand the problems and challenges with deploying large 
language models in different languages, researchers and the public need 
to know where to look. Companies that incorporate language models 
into their technical systems should always disclose how they are using 
them, which languages they are using them in, and what languages they 
have been trained on. Currently, the approach of many companies to AI 
transparency consists of trumpeting the capabilities of their AI systems 
in blog posts and press releases, and, for a few larger firms, releasing 
research versions of their language models that still differ from the ones 
they use in production. Despite publishing on AI and pushing the field 
forward, technology companies tend to hold information about their 
production AI systems, even basic information about what languages 
they are used in, close to the chest.

https://nation.africa/kenya/life-and-style/art-books/language-access-to-public-information-4131464
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Academics and civil society have written extensively about how technology companies, 
particularly online service providers, could offer better transparency and accountability 
for their AI systems, including language models. The Santa Clara Principles, a set of 
principles developed and revised by global civil society groups, provides examples of 
the types of disclosures companies can make about their content moderation policies 
and processes (2021). Groups like BigScience also pave the way, exemplifying the type 
of documentation other model-developers can publish about their content analysis 
systems, including model cards, transparency reports, and other avenues to disclose 
more information about the linguistic makeup of a model’s training data (e.g. what 
languages it has trained on, how much data from each language, where those datasets 
come from). Better transparency creates opportunities for external actors to more 
immediately identify potential risks and impacts on users and for technology companies 
to mitigate the potential dangers of deploying large language models in English and 
non-English contexts.

WHEN DEPLOYED, LARGE LANGUAGE MODELS SHOULD BE 
ACCOMPANIED BY ADEQUATE REMEDIAL CHANNELS AND 
MECHANISMS THAT ENSURE INDIVIDUALS CAN APPEAL OUTCOMES 
AND DECISIONS MADE BY THESE SYSTEMS.

Because of the complexities of human speech and the error-prone nature of automated 
tools, decision-making systems built on top of large language models should be used 
within narrow remits and with adequate remedial channels for users encountering 
them. Those remedial channels and processes should have human reviewers with 
the same language proficiencies that their systems are deployed in. Language- and 
context-specific remedial channels are particularly important for allowing users to 
appeal decisions made by online services, especially when those decisions either restrict 
their expression or access to information or fundamentally determine their access 
to economic or social rights like the right to housing, education, and social security 
(United Nations Human Rights Office of the High Commissioner, n.d.).

Technology companies can also offer accountability at a system level, not just the 
level of individual decisions. One way to do this is to conduct and publish human 
rights impact assessments at the different phases of the language model’s life cycle 
— development, testing, deployment, and evaluation (Prabhakaran et al., 2022). 
Publishing human rights impact assessments will also aid in other actors’ decisions 
when procuring these systems to conduct tasks in different domains and contexts. In 
particular, these human rights impact assessments should consider the disparate risks 
to different language speakers in advance of a model being deployed in those languages. 
Online service providers can provide transparency by disclosing the systems and 
languages they use large language models in. 

https://santaclaraprinciples.org/
https://www.ohchr.org/en/human-rights/economic-social-cultural-rights
https://doi.org/10.48550/arXiv.2210.02667
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COMPANIES SHOULD INVEST IN IMPROVING LANGUAGE MODEL 
PERFORMANCE IN INDIVIDUAL LANGUAGES BY BRINGING IN 
LANGUAGE AND CONTEXT EXPERTS.

Recently, an arms race has begun between Google and Meta to see who can include 
more languages in their multilingual language model. Meta’s “No Language Left 
Behind” initiative trained a model on over 200 languages (NLLB Team et al., 2022); 
months later, Google one upped Meta with its “1,000 Languages Initiative” (Vincent, 
2022). This race puts a premium on the number of languages the model trains on, 
rather than how well it works in each language. In particular, it is unclear how these 
models will handle the “curse of multilinguality,” where, as explained in II.B.3, the 
more languages a model trains on, the less it can capture the idiosyncrasies of each 
language. It is also unclear how these companies define a model “working” in any of 
these languages.

Companies building large language models should not just focus on the number of 
languages their model is trained on but the quality of its performance in each language. 
In part, that means better benchmarks, but benchmarks can only go so far. To evaluate 
the full range of potential applications and pitfalls that could come with applying a 
language model in a specific language context, it is necessary to involve language experts, 
civil society, local experts, heritage and language preservation advocates, linguists, and 
human rights experts. These actors are crucial to ensuring that labeled training datasets 
adequately capture the nuances and variations of a given language. Many organizations 
are already doing this type of work. Uli is an example of this, where two India-based 
nonprofit organizations — Tattle and Centre for Internet & Society — convened a 
range of gender, gender-based violence, communal violence, and other language experts 
to annotate training datasets in Indian English, Tamil, and Hindi to build a tool capable 
of parsing sentiment and toxicity on Twitter. Other researchers have also pointed to 
using annotators to label training datasets as a way to equip models with the ability to 
parse variations in the speech of a certain language (Bergman & Diab, 2022; Nkemelu 
et al., 2022). 

B. Researchers and Funders

RESEARCH FUNDERS SHOULD INVEST IN SPECIFIC NLP LANGUAGE 
COMMUNITIES TO KICKSTART THE VIRTUOUS CYCLE OF 
DEVELOPMENT.

Developing NLP capabilities in any language is a cyclical process, and for high resource 
languages — particularly English — that cycle is virtuous. When a language has lots 
of clean, human-annotated datasets, researchers and developers are better equipped 
to build models and benchmarks to test models in that language. More models and 

https://doi.org/10.48550/arXiv.2207.04672
https://www.theverge.com/2022/11/2/23434360/google-1000-languages-initiative-ai-llm-research-project
https://www.theverge.com/2022/11/2/23434360/google-1000-languages-initiative-ai-llm-research-project
https://doi.org/10.18653/v1/2022.findings-acl.31
https://arxiv.org/abs/2303.16828
https://arxiv.org/abs/2303.16828
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benchmarks lead to more publications, conferences, and real-world use cases. And 
finally, increased demand for research and software in a language drives demand for 
more datasets. For low resource languages, however, the virtuous cycle is hard to 
kickstart. Without tools, annotators, and financial investment earmarked for different 
language communities, NLP researchers cannot create the datasets needed to build 
models or benchmarks, and even if they could, they face difficulties publishing or 
getting attention for their work in popular journals and conferences. The most 
prestigious NLP publications focus disproportionately on English; languages without 
their own self-sustaining NLP communities end up to a handful of specialized outlets.

Investments into non-English NLP should particularly focus on creating self-sustaining 
scholarly NLP communities, and doing this requires investing in all levels at once. The 
groups that are best set up to properly allocate these investments are the language- and 
geography-specific NLP research communities that have cropped up over the years, 
such as such as Masakhane, AmericasNLP, ARBML, and others who can convene 
practitioners around common goals to advance the field (Alyafeai & Al-Shaibani, 2020; 
AmericasNLP, 2022; Orife et al., 2020). These communities know what kind of data 
sets should be built, which community actors are needed to properly vet them, and 
what kind of competitions and conferences should be run to keep the virtuous cycles 
going. One model for how this can work is exemplified by EVALITA, an event hosted 
by the Italian Association for Computational Linguistics. In it, researchers first submit 
data sets for new language tasks, such as identifying misogyny or dating documents. 
Then, researchers compete to train models to perform those tasks the best. Finally, 
those results get published, thus generating interest and attention toward Italian NLP 
and ensuring researchers continue to build tools for the language (Basile et al., 2020).

Private companies can contribute not only by financially supporting these efforts 
but by sharing more of the non-English datasets they use to train their large language 
models, both for transparency and to support research. Large tech companies have 
already shared the code for training many of their multilingual language models 
— Meta’s XLM-R and Google’s mBERT are the subjects of most multilingual 
model research in publication — and disclosed the data they train them on — 
CommonCrawl, and Wikipedia and BooksCorpus, respectively. However, the models 
that Google, Meta, OpenAI, and other large companies use in their products train on 
other, proprietary, language data. Companies should share more of their training data, 
both for public accountability and to bolster research.

Large language models have by and large been built by private companies, but private 
incentives may be at odds with developing these models in safe and equitable ways. 
Government investment into non-English large language model research could lead 
to improvements in areas private companies may be underinvesting in (Mazzucato, 
2014). DARPA’s late 2010’s LORELEI project, aimed at spurring research into low 

https://doi.org/10.18653/v1/2020.nlposs-1.2
http://turing.iimas.unam.mx/americasnlp/index.html
https://doi.org/10.48550/arXiv.2003.11529
https://ceur-ws.org/Vol-2765/overview.pdf
https://www.amazon.com/Entrepreneurial-State-Debunking-Private-Economics/dp/0857282522
https://www.amazon.com/Entrepreneurial-State-Debunking-Private-Economics/dp/0857282522
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resource languages to improve translation for humanitarian efforts, is a good first step, 
but further government incentives could help assure that NLP researchers invest in 
a broad range of approaches and languages, rather than focus disproportionately on 
English. BigScience’s BLOOM is a good example of how large language models can 
be developed in the open and with public support. The French government is one of 
many funders which has allowed BLOOM to remain open to inquiry by other NLP 
practitioners. The multilingual language model was trained using ROOTs, a 1.6TB 
multilingual dataset that is clearly documented and available for NLP practitioners to 
analyze (Laurençon et al., 2022).

RESEARCHERS SHOULD FOCUS ON MEASURING AND ADDRESSING 
THE IMPACTS OF LARGE LANGUAGE MODELS.

Technologists understand little about the internal logic of how large language models 
operate and therefore have a difficult time predicting when they make mistakes, 
what the effects of these mistakes will be, and how to fix them. Multilinguality only 
exacerbates this problem. Better tools are needed to interrogate large language models, 
particularly multilingual language models, about why they make the decisions and 
mistakes they do, and how to fix them.

In particular, the increased use of multilingual language models has the potential to 
help and harm language communities. Enabling greater digital participation amongst 
a language community raises something that researchers call the “Janus-face nature 
of digital participation” (NLLB Team et al., 2022): it allows more to participate and 
benefit from the digital economy, however, it may also expose more people to the harms 
present online, often without their consultation and consent (Hao, 2022; Toyama, 
2015). More research on the effects and externalities of the increased use of language 
models and specifically multilingual language models must grapple with the impacts 
these tools have on different linguistic communities, linguistic preservation and 
diversity efforts, and access to opportunity for all. 

Different actors have different roles to play here. Civil society has a role in documenting 
the impacts of these models and imagining what these “better” models should look like. 
There are many open questions around the types of problems that need automated 
solutions, what more representative datasets might look like, how to manage the tradeoffs 
between languages, how large language models affect linguistic preservation efforts, and 
what the rights implications are of using large language models, among other things. 
Academics and corporate researchers have a role in better defining the contexts and tasks 
these models hope to address, and developing quantitative and qualitative methods to 
evaluate these desired normative values. And companies that deploy language models 
can provide researchers more transparency into how their models work, what data they 
are trained on, and in what situations they use them so researchers can better tailor their 
research to reflect what is happening in real-world systems.

https://openreview.net/forum?id=UoEw6KigkUn
https://doi.org/10.48550/arXiv.2207.04672
https://www.technologyreview.com/2022/04/22/1050394/artificial-intelligence-for-the-people/
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C. Governments

GOVERNMENTS SHOULD CAUTION AGAINST USING AUTOMATED 
DECISION-MAKING SYSTEMS THAT RELY ON LARGE LANGUAGE 
MODELS TO MAKE HIGH-STAKES DECISIONS.

Many governments have deployed or are considering deploying systems that use natural 
language processing technology as part of AI systems to make high-impact decisions, 
such as determining immigration status or selecting judicial cases to try (Patel et al., 
2020; Rionda & Mejia, 2021). Vendors who build these systems may soon follow the 
larger industry trend of incorporating large language models since they are relatively 
cheap to build and easy to adapt as requirements change. However, as discussed 
throughout this paper, large language models are a relatively novel technology that has 
technical limitations. These tools pose serious civil liberty concerns that are magnified 
in non-English contexts and when used to make decisions that may affect a person’s 
livelihood. For instance, if a large language model is used as the basis of an algorithm 
to evaluate affordable housing applications and the text that large language model was 
trained on exhibits anti-Muslim bias, the resulting affordable housing algorithm may 
disproportionately deny Muslims’ applications. Relying on large language models to 
make high-stakes decisions can have outsized, negative impacts on individuals’ lives, 
impeding safety and access to economic opportunities.

Governments should therefore never rely solely on automated systems that incorporate 
large language models to make high-risk decision-making areas, such as pretrial risk 
assessment, allocation of social services, and immigration status. Policymakers should 
consider the impact on rights and access to services when procuring new tools and 
vendors to build these systems and conduct and disclose any assessments conducted 
on these systems. They should also be cautious when adopting these systems for 
information sharing services, such as chatbots about social services or that provide 
healthcare information, and test them extensively in every language in which they are 
deployed, and never use them to entirely replace human intermediaries.

GOVERNMENTS SHOULD NOT MANDATE OR INADVERTENTLY 
REQUIRE BY LAW THE USE OF AUTOMATED CONTENT ANALYSIS 
SYSTEMS TO DETECT OR REMOVE CONTENT IN ANY LANGUAGE.

Governments around the world are increasingly pressuring online service providers to 
limit content they find to be inaccurate or harmful, such as misinformation related to 
health care, or preemptively monitor online speech which may incite violence. Given 
the scale of content available on social media and other services, this has driven an 
interest amongst governments to mandate that online service providers use automated 
content analysis systems to detect or remove content they deem as “illegal” or harmful 
to their constituents.

https://www.brennancenter.org/our-work/research-reports/social-media-monitoring
https://www.brennancenter.org/our-work/research-reports/social-media-monitoring
https://www.dejusticia.org/publication/pretoria-y-la-automatizacion-del-procesamiento-de-causas-de-derechos-humanos/
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This is ill-advised. Mandating the use of automated content moderation technologies 
or requiring companies to take down content in a limited time period (effectively 
requiring the use of automated technologies) opens the door for the overbroad removal 
of speech. Large language models, especially in non-English language contexts, are not 
a magical technology that can perfectly distinguish between “good” and “bad” speech. 
At best, they are an imprecise technology that fails to understand the context of speech 
— for instance, when an individual uses a slur versus when a journalist documents 
the use of a slur by that individual. At worst, they are tools that can be appropriated 
by governments to squash dissent and freedom of expression. Efforts to persuade tech 
companies to improve their automated systems, clarify their policies, introduce more 
accountability, and promote parity between languages are all welcome, but requiring 
companies to adopt certain technologies is not an effective way to achieve those ends.

INTERNATIONAL AND MULTILATERAL STANDARDS BODIES, 
REGULATORY AGENCIES, AND OTHERS SHOULD CONVENE 
MULTI-STAKEHOLDER DISCUSSIONS ABOUT STANDARDS AND 
GUARDRAILS FOR THE DEVELOPMENT AND USE OF LARGE 
LANGUAGE MODELS.

The norms around when and how multilingual language models should be deployed 
are very much in flux. Those norms so far have mostly been established implicitly by 
technology companies in the ways they build and deploy these models, but trends in 
these norms may be at odds with the public interest. For instance, OpenAI revealed 
some information about the training data they used for GPT-3 but almost nothing 
about GPT-4; Open AI co-founder Ilya Sutskever described having shared information 
about GPT-3’s training data as “just not wise” and something the company would 
unlikely do again (Vincent, 2023b).

Companies should not have a monopoly on the norms around language models. 
Governmental and nongovernmental convening bodies need to organize and push back 
to establish counter-norms that better serve the public’s interests. This field is early on 
enough that these bodies should discuss what positive outcomes even look like. Users 
affected by the deployment of large language models need to be at the table for those 
conversations. Government agencies and multilateral organizations (e.g. the Internet 
Engineering Task Force, United Nations) can play a coordinating role to get together 
the relevant stakeholders to come up with such standards.

There are also larger questions to reckon with when it comes to the use of large 
language models in non-English contexts. At once, companies are increasingly 
deploying multilingual language models to bridge the gap between the functionality in 
English and other languages across a myriad of tasks, such as harmful content detection, 
sentiment analysis, and content scanning. However, as we show in this paper, these 
multilingual systems are relatively new and perform inconsistently across languages. 

https://www.theverge.com/2023/3/15/23640180/openai-gpt-4-launch-closed-research-ilya-sutskever-interview
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If deployed prematurely and without guardrails, these models pose real risks to 
individuals around the world and in particular their ability to express themselves freely. 
These risks have the potential to compound existing challenges in the information 
environment for individuals in Western democracies where there are real vacuums of 
available information in languages other than English and in countries in the Global 
South where there are already real threats to the free expression and exchange of 
information posed by majoritarian and institutional powers (Golebiewski & boyd, 
2018). Alternatively, companies may decide to only roll out systems that have been 
fine-tuned for English and wait until there is enough data and tooling available for non-
English language tools — something that will take an enormous amount of financial 
investment, time, effort, and rare consensus — further entrenching the digital divide 
and Anglocentrism present online. Both scenarios are lose-lose for all speakers on the 
web. This is a wicked problem and the current incentives are at play to build bigger 
models, and with more languages. Multi-stakeholder bodies are much better positioned 
than companies to determine when the risks associated with building larger, more 
multilingual language models are worth taking.

https://datasociety.net/library/data-voids-where-missing-data-can-easily-be-exploited/
https://datasociety.net/library/data-voids-where-missing-data-can-easily-be-exploited/
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